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ABSTRACT

A wireless network that uses intermediate nodes to transmit
data to the destination suffers from the hidden/exposed termi-
nals problem unless specific steps are taken by the protocol im-
plementation to overcome this. The IEEE 802.15.4 standard
specifies no such measure. At the same time packet transmis-
sion through multiple hops can be more energy efficient than
direct packet transmission, and at times it is the only solu-
tion. In this paper, a multihop wireless sensor network with
hidden/exposed terminals is considered and its throughputper-
formance is analyzed. The analysis is verified by extensivens-2
simulations.

I I NTRODUCTION AND MOTIVATION

In a distributed networked sensing task, collected data at the
field sensors are forwarded to a predetermined sink node –
which could be a remote monitoring and control center, or a
clusterhead in a hierarchical sensor network. Limited nodal en-
ergy and high premium on network lifetime in such a network
warrants that the remotely located field nodes communicate to
the data sink via multiple hops. Multihop nature of forward-
ing implies that, in addition to forwarding their own data, the
intermediate nodes will be responsible for relaying data ofthe
peripheral nodes. Therefore, field data from multiple nodesare
accumulated (in uncompressed or compressed form) as the sink
node is approached, and as a result the traffic flow intensity in-
creases in the same direction. As multiple nodes try to forward
data to one node at an intermediate stage, contention to access
the wireless channel occurs among them. In addition, the hid-
den/exposed nodes problem in a multihop forwarding leads to
queueing/dropping of packets at the intermediate nodes.

Many-to-one forwarding in IEEE 802.15.4 sensor networks
has been studied from congestion control fairness perspectives
[4], where transport layer scheduling is suitably controlled to
avoid packet dropping as they propagate toward the sink. To
enable successful many-to-one forwarding, access scheduling
mechanisms and buffer requirements were investigated in [13].
Another set of work proposed medium access control (MAC)
level solutions to resource constrained multihop sensor net-
works (e.g., [5, 10, 14]). While the prior works addressed the
important issue of data forwarding constraints, to the bestof
our knowledge, an analytic measure of network throughput in
a many-to-one multihop sensor network is still missing.

Systems implementation level many-to-one multihop for-
warding constraints, such as message length and buffer size,
were studied in [7], where the number of message transmis-
sions was reduced by in-network aggregation. It also showed
how the data forwarding performance drastically decreases
with increase in hop length, but did not address the effect
of multiaccess constraints. A few recent MAC level ana-

lytic performance models of CSMA/CA (carrier sense multi-
ple access with collision avoidance) sensor networks include
[6,8,9,11]. [8] considered star network topology with beacon-
enabled nodes and two-way communication. [11] investigated
multiaccess contention in a many-to-one data aggregation sce-
nario with beacon-enabled nodes, where the nodes were mod-
eled such that the field nodes are always in the transmit state
and the sink is in the receive state. All of these analytic works
addressed the single-hop aggregation problem.

In the current work, we present a stochastic model to char-
acterize the throughput of a multihop many-to-one ad hoc sen-
sor network by accounting the multiaccess collisions and hid-
den/exposed nodes. The analysis is verified by extensive net-
work simulations usingns-2. The developed model can be
used to study the effect of network traffic generation rate on
the allowable number of forwarding hops, or conversely, fora
given maximum number of hops to the sink, maximum allow-
able traffic generation rate at the nodes.

II CSMA/CA ALGORITHM DESCRIPTION

A detailed explanation of the IEEE 802.15.4 specification can
be found in [2]. For the analysis of a multihop network we
consider the unslotted CSMA/CA algorithm. Until now, to our
knowledge, only the slotted 802.15.4 CSMA/CA analysis has
been carried out [8,11]. While a slotted CSMA/CA is expected
to show better performance in comparison to unslotted one,
802.15.4 achieves synchronization amongst the nodes by the
transmission of beacon packets by the coordinators. The bea-
con packets help in setting the internal clocks of all reduced
function devices (RFDs). As explained in [1,2], the nodes wait
for periodic reception of beacons. The loss of beacon recep-
tion renders a RFD useless (or orphaned) until the next beacon
is received and resynchronization can take place. Due to the
importance of beacon packets, nodes take special care not to
transmit any other packet during the expected arrival of a bea-
con packet.

The technique of collision avoidance during beacon packet
transmission works only if all nodes can hear each other, i.e,
when there are no hidden terminals, or there is only one PAN
coordinator. In a cluster tree topology which has one PAN co-
ordinator and several coordinators each transmitting beacons,
if the coordinator is hidden from a node, then collision avoid-
ance will not work. This situation is depicted in figure 1. In
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Figure 1:Collision of beacon packets.
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the figure, nodes 0 and 3 are coordinators, while nodes 1 and 2
are RFDs. Node 1 is associated with coordinator 0 while node
2 with coordinator 3. Also note 0 is hidden from 2 and 3 is
hidden from 1. When 1 and 2 perform collision avoidance of
beacons it is only with respect to the beacons they are receiving
from their respective coordinators. All coordinators neednot
necessarily transmit beacons at the same time instant. So while
1 is transmitting a data packet, 2 may be waiting for beacon
from 0 which will undergo collision. Loss of beacon packets is
especially prominent at high data rates. This fact has been ver-
ified through simulation. When a RFD misses a beacon it gets
orphaned and cannot transmit data until its re-associationwith
a coordinator. The process of re-association is time consum-
ing and chances of successful re-association is further reduced
in the above mentioned situation. It is seen fromns-2simu-
lations that at high traffic rates the throughput of the network
comes down to zero. Therefore following an unslotted algo-
rithm makes more sense which leads motivation to the analysis
of the unslotted CSMA/CA algorithm.

Figure 2: Unslotted CSMA/CA algorithm.

Figure 2, which has been adapted from [1], gives the
802.15.4 CSMA/CA algorithm. NB defines the number of
backoff attempts,macMaxCSMABackoffs, which is set as 5
in the 802.15.4 standard, after which a channel access failure
is declared. BE is the backoff exponent which initially starts
with macMinBE= 3, increments by one for every failure, and
freezes atmacMaxBE= 5.

III A NALYSIS OF THE CSMA/CA ALGORITHM

The analysis of unslotted CSMA/CA is an extension from [11]
with modifications to accommodate the unslotted algorithm.
According to the non-persistent CSMA model, if a node senses
that the channel is idle, it transmits its packet. As computa-
tion of the channel idling probability in a given backoff slot is
not easy, it is approximated with the steady state probability
that the channel is idle. Thus, every node sees a probability
pci that the channel is idle at any given back-off slot. Simi-
larly, computing the probability that a node begins transmis-
sion in any generic backoff slot is difficult. This probability
is approximated with the steady-state probability that a node
transmits,pnt . The 802.15.4 standard specifies that the number
of backoff slots a node has to wait at each random backoff stage
should be drawn from a uniform distribution. For the purpose
of simplified analysis, we replace the uniform distributionwith
a geometric distribution of the same mean so that the backoff
algorithm is memoryless.

We consider a network with random distribution of nodes
where all nodes may not hear each other. As the channel ac-
cess is unslotted CSMA/CA based, there is no synchronization
among the nodes and no inactive periods in the superframe.
The nodes perform either uplink or downlink transmission and
there is no acknowledgement of packet reception. The packet
size is fixed toN backoff slots, arriving at a Poisson rate ofλ
packets per packet duration. Thus the probability that a packet
will arrive in a backoff slot isp = λ/N . There is no buffer-
ing of packets. We consider a sufficiently arbitrary networkto
present the analysis. This would ensure the validity of the anal-
ysis and proof that it can be extended to any other topology as
well. Here, we consider the scenario shown in figure 3.

Figure 3: Topology of nodes with hidden terminals.

For the topology of figure 3, Table 1 gives a list of nodes that
can hear each other. Based on the CSMA/CA algorithm pre-
sented in section II, the Markov chain model of a node is shown
in figure 4. Since each node has different set of neighbors, each
node will have its own set of steady state probabilities. As the
number of nodes increases, the number of states also increases.
Also note that, as the nodes share the common wireless chan-
nel, steady state probability of a particular node is dependent
on the state of every other node of the network. As a result, the
states of all nodes have to besimultaneouslysolved for a con-
vergent solution. While the analysis is straightforward, as the
number of nodes increase, convergence issues may arise. From
the nodal Markov chain model, the following equations can be
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Table 1: List of nodes that sense each other
Node No Nodes it senses

0 5,10,11,12,13,14,15
5 6,7,8,9,10,15
6 15,5,8,7
7 15,6,8,9,5
8 7,6,5,9,10
9 5,7,8,10
10 5,11,8,9
11 13,12,10
12 14,11,13
13 14,11,12
14 15,12,13
15 14,6,5,7
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Figure 4: Markov chain model of a transmitting node.

inferred.
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The normalizing condition for the above Markov chain is:

π(i) + π(tx) +

j=5∑

j=1

[π(ccaj) + π(boj)] = 1

From renewal theory [12], the steady state transmission

probability of a node,pnt can be derived from the Markov equa-
tions as:

pnt =
π(tx)

π(i) +Nπ(tx) + 0.4
∑j=5

j=1 π(ccaj) +
∑j=5

j=1 π(boj)

The Markov model of the channel for successful transmis-
sion from any node to any other neighbor is given in figure 5.
From the Markov model of the channel, the following equa-
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Figure 5: Markov model of the channel of a particular node

tions are obtained:

π(Sj) = δj−1βπ(i), jǫ(1, N)

π(F1) = (1 − α− β)π(i)

π(Fj) = π(Fj−1) + (1− δ)π(Sj−1), jǫ(2, N)

1 = π(i) +

j=N∑

j=1

[π(Sj) + π(Fj)]

To determine the probability of success (or throughput) from
node 5 to node 0, we observe that, it is possible only if in a
given backoff slot node 5 transmits while node 15 and 10 are
quite as they will sense the channel to be idle. Also the nodes
which cannot not sense the transmissions from node 5 to node
0 will have to be quiet fortwo backoff slots for a successful
transmission. Thusβ0 = pn5

t|i0 ∗ (1− pn15
t|i0 ) ∗ (1− pn10

t|i0 ) ∗ (1−

pn14
t|i0 )

2
∗(1−pn13

t|i0 )
2
∗(1−pn12

t|i0 )
2
∗(1−pn11

t|i0 )
2, wherepn12

t|i0 stands
for the probability that node 12 will transmit given that node 0
senses the channel to be idle in the previous backoff slot.α0 is
the probability that given node 0 senses the channel to be idle in
the previous backoff slot, it continues to sense an idle channel
in the next back off slot. Thusα0 = (1−pn11

t|i0 )∗(1−pn12
t|i0 )∗(1−

pn13
t|i0 )∗(1−pn14

t|i0)∗(1−pn10
t|i0)∗(1−pn15

t|i0)∗(1−pn5
t|i0). δ0 is the

probability that none of the hidden nodes transmit and is given
by δ0 = (1− pn14t ) ∗ (1− pn13t ) ∗ (1− pn11t ) ∗ (1− pn12t ). The
throughput S can be determined by solving the Markov model
of figure 5 and is basically the steady state probabilityπ(Sn)
multiplied by the number of backoff slot durations a packet
is of (i.e N) and is given byS = N ∗ δ(2∗(N−1))

∗ β ∗ pci0
wherepci0 is the probability that node 0 senses the channel to
be idle which in this case is the same asπ(i). The non-linear
simultaneous equations can be solved numerically to get the
throughput. The above analysis is verified usingns-2. The
results are shown in figure 6.

To analyze the multihop forwarding throughput, we consider
a simple multihop topology as shown in figure 1. In this case
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Figure 6: Simulation and analysis plots

nodes 0, 1, and 2 are the coordinators while the node 3 is a
RFD. Packets flow from left to right, i.e., from node 3 to 0.
Each node generates packets at the rateλ (except node 0). The
nodes 1 and 2 are also involved in packet forwarding. While
the application traffic arrival process is Poisson, the departure
of packets from the queue need not be Poisson [3]. However,
for tractability of the analysis, Poisson departure process is as-
sumed here, and the results are compared with the simulation.

The analysis of the multihop network with hidden/exposed
terminals is extended from the single hop case. The only dif-
ference being the MAC layer of the node now not only receives
packets from the application layer but also from the network
layer. The MAC layer continues to get packets from the appli-
cation layer in a Poisson fashion as before. From the network
layer it may no longer be Poisson. For comparing the results,
weassumenetwork layer of node 2 forwards packets from node
3 at the Poisson rateλ. Application layer also generates pack-
ets at the Poisson rateλ. Thus the MAC layer has indepen-
dent streams of Poisson packets arriving at the rate2λ. Thus,
p = (2λ/N ). Againwe assumethat the network layer of node
1, forwards packets arriving from node 2 at the rate2λ. Thus
the MAC layer has a Poisson steam of rate3λ (application +
network), orp = 3λ/N .

From the topology (figure 1) there are basically 3different
types of nodes receiving data. This is one of the reasons (apart
from the simplicity) this topology was chosen. Node 2 has a
hidden node (node 1) which interferes with its reception. Node
1 has no hidden nodes, however, its own packet transmission
interferes with the packets it receives from node 2 which cause
degradation of throughput. Node 0 on the other hand has ab-
solutely no interference and its throughput is limited onlyby
the rate of transmission of node 1. In figures 7, 8, 9 we show
the various simulation and analysis plots of the different nodes.
As expected node 2 suffers the most in terms of throughput
performance. This is verified by both the analysis and simula-
tion. The difference in analysis and simulation can be attributed
to the Poisson assumption of departure process in the analy-
sis. Node 1 shows better performance again as expected but
at high traffic rates degradation in throughput due to collisions
between its own transmissions and node 2’s transmissions. The
analysis and simulation plots show close agreement even with
the Poisson assumption that we have made. Node 0 suffers
from no collisions at all. Since there areno packet collisions

at node 0 as the traffic rate increases the throughput charac-
teristics monotonicallyincreases. While this may be contrary
to most throughput characteristics, the fact is verified byboth
simulation and analysis. Again the Poisson assumption in this
case holds good.
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Figure 7: Simulation vs analysis of the throughput characteris-
tics of node 0
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Figure 8: Simulation vs analysis of the throughput characteris-
tics of node 1
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Figure 9: Simulation vs analysis of the throughput characteris-
tics of node 2
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Figure 10: Throughput characteristics of a multihop network

IV STUDY OF THROUGHPUT CHARACTERISTICS OF A

MULTI -HOP NETWORK

Here we study the throughput characteristics of the nodes as
their distance from the central sink (node 0) varies. As the
number of nodes increase, the mathematical analysis of sucha
system becomes exceedingly cumbersome. We therefore carry
out the study via network simulations. It may be noted that,
themultihopforwarding study in 802.15.4 network using ns-2
has never been carried out before. In our implementation, sev-
eral issues in ns-2 had to be first rectified∗ before the multihop
forwarding study could be carried out.

As a first step, we consider a simple chain topology similar
to the one shown in figure 1, where the number of traffic gener-
ating nodes are now increased to 6 (instead of 3). The resulting
throughput characteristics are plotted in figure 10. At lower
levels of traffic as we proceed to the right, i.e., toward node0,
we see a monotonic increase of throughput as expected due to
traffic aggregation. However, as the traffic begins to saturate an
interestingwave likecharacteristics begin to develop. The al-
ternating increase and decrease of throughput can be attributed
to the hidden/exposed terminals effect. A lower throughputim-
plies more collisions or channel busy state. Since the node with
a lower throughput finds the channel busy most of the time, it
transmits less often (e.g., node 2 in figure 10). This has an
positive impact on the neighboring node (node 3) which now
suffers less from the hidden terminal effect. As a result, ithas
a higher throughput.

The wave pattern of throughput variation in a multihop IEEE
802.15.4 network basically shows the unfairness of such a pro-
tocol at high traffic rates. These characteristics also leadto non-
uniform consumption of energy amongst the alternating nodes.
Thus, we can infer that the protocol is not suited for multihop
transmission at high traffic rates.

V CONCLUSION

In this paper we provided an analytic model of throughput per-
formance of an IEEE 802.15.4 network in presence of hid-
den/exposed terminals. First, our analysis captured the perfor-
mance of a one-hop cluster. Then we extended the model to a
multihop cluster, where the central sink is reached via multi-
ple hops. In the analysis, certain simplifying, however weak,

∗The authors can be contacted for the modifiedns-2code

assumptions were made, which served as a way to analytically
extend the single-hop results to the multihop case. The accu-
racy of the throughput model was verified vians-2simulations.
Our ns-2simulation based studies of a multihop 802.15.4 net-
work also brought out certain weaknesses of the protocol under
specific traffic conditions.

The analysis can be further extended to capture the nodal
energy consumption and network lifetime, thereby aiding net-
work planning and deployment. As a future work, we also plan
to conduct more simulations to study the throughput perfor-
mance in a generalized many-to-one multihop forwarding in a
randomly deployed network.
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