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ABSTRACT lytic performance models of CSMA/CA (carrier sense multi-
A wireless network that uses intermediate nodes to trans l? access with collision avoidance) sensor networks declu
S . . fg 8,9,11]. [8] considered star network topology with baac
data to the destination suffers from the hidden/exposediter P : .
enabled nodes and two-way communication. [11] invest@jate

nals problem unless specific steps are taken by the protoeol hultiaccess contention in a many-to-one data aggregatien s

plementation to overcome this. The IEEE 802.15.4 standay tio with beacon-enabled nodes, where the nodes were mod-

specifies no such measure. At the same time packet ”a”S’QISa such that the field nodes are always in the transmit state

Zli?gcih;gzggtTrgzgrl’r?i:s?gﬁ C:Q dbgtntqi(r)rzgseRei;g¥hzﬁ§:1?;tstglgﬁd the sink is in the receive state. All of these analyticksor
tion. In this paper, a multihop wireless sensor network wit] ddressed the single-hop aggregation problem.

hidden/exposed terminals is considered and its througigrut In Fhe current work, we present a stochastic model to char-
' o - ) acterize the throughput of a multihop many-to-one ad hoe sen
formance is analyzed. The analysis is verified by extensve

X ) sor network by accounting the multiaccess collisions and hi
simulations. o o X
den/exposed nodes. The analysis is verified by extensive net
work simulations usingns-2 The developed model can be
I INTRODUCTION AND MOTIVATION used to study the effect of network traffic generation rate on

the allowable number of forwarding hops, or converselyafor

]I(_n IZ distributed neftworkedd Zetnsmg tazk,t collgctgd .daktaag%iven maximum number of hops to the sink, maximum allow-
ield sensors are forwarded to a predetermined sink node 1o ¢~ cic generation rate at the nodes.

which could be a remote monitoring and control center, or a
clusterhead in a hierarchical sensor network. Limited heda
ergy and high premium on network lifetime in such a network

warrants that the remotely located field nodes communicateq detailed explanation of the IEEE 802.15.4 specificatiom ca
the data sink via mUlUpIe hOpS. MUltIhOp nature of forwar(be found in [2] For the ana|ysis of a mu|t|hop network we
ing implies that, in addition to forwarding their own dathet consider the unslotted CSMA/CA algorithm. Until now, to our
intermediate nodes will be responsible for relaying datthef knowledge, only the slotted 802.15.4 CSMA/CA analysis has
peripheral nodes. Therefore, field data from multiple nades peen carried out [8,11]. While a slotted CSMA/CA is expected
accumulated (in uncompressed or compressed form) as the $§1show better performance in comparison to unslotted one,
node is approached, and as a result the traffic flow intensity §02.15.4 achieves synchronization amongst the nodes by the
creases in the same direction. As multiple nodes try to foiwaransmission of beacon packets by the coordinators. The bea
data to one node at an intermediate stage, contention tS®.C¢®n packets help in setting the internal clocks of all reduce
the wireless channel occurs among them. In addition, the hignction devices (RFDs). As explained in [1,2], the nodek wa
den/exposed nodes problem in a multihop forwarding leadsttg periodic reception of beacons. The loss of beacon recep-
queueing/dropping of packets at the intermediate nodes.  tjon renders a RFD useless (or orphaned) until the next eaco
Many-to-one forwarding in IEEE 802.15.4 sensor networks received and resynchronization can take place. Due to the
has been studied from congestion control fairness pefigpsctimportance of beacon packets, nodes take special care not to
[4], where transport layer scheduling is suitably con&dlto transmit any other packet during the expected arrival ofa be
avoid packet dropping as they propagate toward the sink. dén packet.
enable successful many-to-one forwarding, access sdhgdul The technique of collision avoidance during beacon packet
mechanisms and buffer requirements were investigatedin [liransmission works only if all nodes can hear each other, i.e
Another set of work proposed medium access control (MAGhen there are no hidden terminals, or there is only one PAN
level solutions to resource constrained multihop sensbr ngoordinator. In a cluster tree topology which has one PAN co-
works (e.g., [5, 10, 14]). While the prior works addressegl thordinator and several coordinators each transmitting dresac
important issue of data forwarding constraints, to the béstif the coordinator is hidden from a node, then collision avoi

our knowledge, an analytic measure of network throughputdce will not work. This situation is depicted in figure 1. In
a many-to-one multihop sensor network is still missing.

I CSMA/CA ALGORITHM DESCRIPTION

Systems implementation level many-to-one multihop for- /7/\”"\
warding constraints, such as message length and buffer size / / \\
were studied in [7], where the number of message transmis- ﬂl s (2] @ \‘
sions was reduced by in-network aggregation. It also showed \\\\ / /
how the data forwarding performance drastically decreases B \// /

with increase in hop length, but did not address the effect _ N
of multiaccess constraints. A few recent MAC level ana- Figure 1:Collision of beacon packets.
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the figure, nodes 0 and 3 are coordinators, while nodes 1 and 2 Il A NALYSIS OF THECSMA/CA ALGORITHM
are RFDs. Node 1 is associated with coordinator O while no.

2 with coordinator 3. Also note 0 is hidden from 2 and 3 iiﬁe analysis of unslotted CSMA/CA is an extension from [11]

hidden from 1. When 1 and 2 perform collision avoidance V¥Ith modifications to accommodate the unslotted algorithm.

beacons it is only with respect to the beacons they are “egeiv(%\ccordmg to the non-persistent CSMA model, if a node senses

: . i , that the channel is idle, it transmits its packet. As computa
from their respective coordinators. All coordinators need . - s i
: . L ion of the channel idling probability in a given backoff sle
necessarily transmit beacons at the same time instant. B wi| o . : .
. o L not easy, it is approximated with the steady state prolgbili
1 is transmitting a data packet, 2 may be waiting for beacgn o o
. . . fhat the channel is idle. Thus, every node sees a probability
from O which will undergo collision. Loss of beacon packets i, o . L
: : : . ® that the channel is idle at any given back-off slot. Simi-
especially prominent at high data rates. This fact has been v . o . .
- : X . ; rly, computing the probability that a node begins trarssmi
ified through simulation. When a RFD misses a beacon it 9€18 i anv generic backoff slot is difficult. This robatyl
orphaned and cannot transmit data until its re-associatitin y 9 . P

a coordinator. The process of re-association is time consufh approximated with the steady-state probability that deno

: L transmitsp}’. The 802.15.4 standard specifies that the number
ing and chances of successful re-association is furtheicest :

. . o . ; of backoff slots a node has to wait at each random backoféstag
in the above mentioned situation. It is seen fras2 simu-

lations that at high traffic rates the throughput of the nekwoShOUId be drawn from a uniform distribution. For the purpose

comes down to zero. Therefore following an unslotted alggI simplified analysis, we replace the uniform distributieith

fithm makes more sense which leads motivation to the amal a.geometric distribution of the same mean so that the backoff

ys' . .
: algorithm is memoryless.
of the unslotted CSMA/CA algorithm. We consider a network with random distribution of nodes

where all nodes may not hear each other. As the channel ac-
cess is unslotted CSMA/CA based, there is no synchronizatio
among the nodes and no inactive periods in the superframe.
The nodes perform either uplink or downlink transmissiod an
there is no acknowledgement of packet reception. The packet
size is fixed toN backoff slots, arriving at a Poisson rate of
- packets per packet duration. Thus the probability that &gtac
et will arrive in a backoff slot isp = A/N. There is no buffer-
ing of packets. We consider a sufficiently arbitrary netwiark
present the analysis. This would ensure the validity of tied-a
ysis and proof that it can be extended to any other topology as
- well. Here, we consider the scenario shown in figure 3.
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Figure 3: Topology of nodes with hidden terminals.

For the topology of figure 3, Table 1 gives a list of nodes that
. ) ; can hear each other. Based on the CSMA/CA algorithm pre-
Figure 2: Unslotted CSMA/CA algorithm. sented in section |1, the Markov chain model of a node is shown
in figure 4. Since each node has different set of neighboch, ea
node will have its own set of steady state probabilities. hfes t

Figure 2, which has been adapted from [1], gives t%]mberofnodes increases, the number of states also iesteas

802.15.4 CSMA/CA algorithm. NB defines the number %aslo note that, as the nodes share the common wireless chan-

oo , Steady state probability of a particular node is depand
backoff attemptsmacMaxCSMABackoffsvhich is set as 5 o, the state of every other node of the network. As a resit, th

in the 802.15.4 standard, after which a channel accessdaildtates of all nodes have to benultaneouslgolved for a con-
is declared. BE is the backoff exponent which initially tar vergent solution. While the analysis is straightforwarsittae
with macMinBE= 3, increments by one for every failure, anchumber of nodes increase, convergence issues may arise. Fro
freezes amacMaxBE= 5. the nodal Markov chain model, the following equations can be
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Table 1: List of nodes that sense each other

Node No Nodes it senses
0 5,10,11,12,13,14,16
5 6,7,8,9,10,15
6 15,5,8,7
7 15,6,8,9,5
8 7,6,5,9,10
9 5,7,8,10
10 5,11,8,9
11 13,12,10
12 14,11,13
13 14,11,12
14 15,12,13
15 14,6,5,7

(1-pF)(1-p)

Figure 4: Markov chain model of a transmitting node.

inferred.
m(i) = (1 = p)7(i) + (1 — p)m(tx) + (1 — pi)(1 — p)m(ccas)
m(bo1) = (1 — pY)m(bor) + p(1 — pi)7(i) + p(1 — pi)m(tx)
+p(1 —p7)(1 = py)m(ccas)

m(ccar) = pim(bor) + p(pT) (i) + p(p1)m(tz)
+p(1 = pf)(py)m(ccas)
m(boz) = (1 — p3)m(boz) + (1 — pi)(1 — p3)m(ccar)
m(ccaz) = pym(boz) + (1 — p§)pym(ccar)
m(bos) = (1 — pz)m(bos) + (1 — pi)(1 — p5)m(ccaz)
m(ccas) = p?ﬂ(bos) + (1 — pi)psm(ccaz)
m(bos) = (1 — p1)m(bos) + (1 — pi)(1 — pi)m(ccas)
m(ccas) = pym(bos) + (1 — p§)pim(ccas)
7(bos) = (1 — p5)m(bos) + (1 — pi)(1 — p5)7(ccas)
m(ceas) = psm(bos) + (1 — p7)psm(ccas)
n(tz) = 7 S w(ccay)

The normalizing condition for the above Markov chain is:

=5

(i) + 7 (tx) + Z [7(cca;) + w(boj)] =1

j=1

probability of a nodep;* can be derived from the Markov equa-
tions as:

m(tx)
(i) + Nr(txz) + 0.4 ij m(ceaj) + Z;j 7(bo,)
The Markov model of the channel for successful transmis-

sion from any node to any other neighbor is given in figure 5.
From the Markov model of the channel, the following equa-

1o g

1 1

Figure 5: Markov model of the channel of a particular node

tions are obtained:

7(S;) = §971Br(4), je(1, N)
)

m(F1) = (1 —a—B)n(i)
m(Fy) = m(Fj-1) + (1 = 6)7(S;-1), je(2, N)
j=N

= (i) + 3 [n(5)) + m(Fy)

To determine the probability of success (or throughputyfro
node 5 to node 0, we observe that, it is possible only if in a
given backoff slot node 5 transmits while node 15 and 10 are
quite as they will sense the channel to be idle. Also the nodes
which cannot not sense the transmissions from node 5 to node
0 will have to be quiet fotwo backoff slots for a successful
transmission. Thugy = pii% * (1 —pfiig) * (1 — piiig) * (1 —
p?ﬁé) *(1—p;l|§g)2*(1—pgﬁ§)2*(1 p?ﬁé) ,wherep;ﬁg stands
for the probability that node 12 will transmit given that ro@l
senses the channel to be idle in the previous backoff slpis
the probability that given node 0 senses the channel to bérid|
the previous backoff slot, it continues to sense an idle chhn
in the next back off slot. Thusy = (1—pfj;5)*(1—pfj;5)*(1—
piie) * (L=piid) * (L=pji0) + (L—=piii) + (1 =pji%)- do is the
probability that none of the hidden nodes transmit and ismgiv
by do = (1 —p™*) % (1= pi*?) + (1 —pi'h) + (1 — p'?). The
throughput S can be determined by solving the Markov model
of figure 5 and is basically the steady state probabitit,, )
multiplied by the number of backoff slot durations a packet
is of (i.e N) and is given byS = N % §(2*(N=1) « g x pe
wherepy, is the probability that node 0 senses the channel to
be idle which in this case is the samesgg). The non-linear
simultaneous equations can be solved numerically to get the
throughput. The above analysis is verified usirgg2 The
results are shown in figure 6.

To analyze the multihop forwarding throughput, we consider

From renewal theory [12], the steady state transmissiarsimple multihop topology as shown in figure 1. In this case
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at node 0 as the traffic rate increases the throughput charac-
teristics monotonicallyncreases While this may be contrary

to most throughput characteristics, the fact is verifiedbbth
simulation and analysis. Again the Poisson assumptionisn th
case holds good.

sk anaysis
o simulation

02 03 04 05 06
Normalized appiicaion rafic generation rate A (No of packets per packet duration)

2
T

Figure 6: Simulation and analysis plots

Normalized Throughput S

T
o

nodes 0, 1, and 2 are the coordinators while the node 3 is a af o
RFD. Packets flow from left to right, i.e., from node 3 to O. A
Each node generates packets at the ka&xcept node 0). The 0
nodes 1 and 2 are also involved in packet forwarding. While
the application traffic arrival process is Poisson, the depa Figure 7: Simulation vs analysis of the throughput charéste
of packets from the queue need not be Poisson [3]. Howeégs of node 0
for tractability of the analysis, Poisson departure pre¢esas-
sumed here, and the results are compared with the simulation

The analysis of the multihop network with hidden/exposed
terminals is extended from the single hop case. The only dif- ,
ference being the MAC layer of the node now not only receives
packets from the application layer but also from the network
layer. The MAC layer continues to get packets from the appli-
cation layer in a Poisson fashion as before. From the network
layer it may no longer be Poisson. For comparing the results,
weassumaetwork layer of node 2 forwards packets from node
3 at the Poisson rate Application layer also generates pack-
ets at the Poisson rate Thus the MAC layer has indepen-
dent streams of Poisson packets arriving at the 2ateThus,
p = (2A/N). Againwe assumehat the network layer of node , ‘ ‘ ‘ ‘ ‘ ‘
1, forwards packets arriving from node 2 at the r2ke Thus
the MAC layer has a Poisson steam of rate(application +
network), orp = 3\/N.

From the topology (figure 1) there are basicallgifferent
types of nodes receiving data. This is one of the reasonst(apa
from the simplicity) this topology was chosen. Node 2 has a
hidden node (node 1) which interferes with its receptiond&lo
1 has no hidden nodes, however, its own packet transmission 0 ;
interferes with the packets it receives from node 2 whiclseau T T _ 7
degradation of throughput. Node 0 on the other hand has ab- /
solutely no interference and its throughput is limited obfy £o0°°

3 4 05 06
‘Application rafic generation rate \ (packetsipacket duration)

— Analysis
0 Simulation|

Normalized Throughput S

005 [

02 03 04 05 06
‘Application rafic generation rate \ (packetsipacket duration)

Figure 8: Simulation vs analysis of the throughput charéte
tics of node 1

2 /
the rate of transmission of node 1. In figures 7, 8, 9 we show foor 4
the various simulation and analysis plots of the differextes. £oof j/ ’
As expected node 2 suffers the most in terms of throughput f.l )

performance. This is verified by both the analysis and simula 3
tion. The difference in analysis and simulation can belaitdd
to the Poisson assumption of departure process in the analy: ¢
sis. Node 1 shows better performance again as expected bu j ‘ ‘ ‘ ‘ ‘ ‘ ‘
at high traffic rates degradation in throughput due to dollis o
between its own transmissions and node 2’s transmissidres. T:i ure 9 Simulation vs analvsis of the throughout chariste
analysis and simulation plots show close agreement evédn \#E:g of n(;de 5 y gnhp
the Poisson assumption that we have made. Node 0 su S

ef
from no collisions at all. Since there ane packet collisions

02 03 0. 05 06
Application rafic generation rate A (No of packets/packet duration)
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Figure 10: Throughput characteristics of a multihop nekwor

IV  STUDY OF THROUGHPUT CHARACTERISTICS OF A
MULTI-HOP NETWORK

Here we study the throughput characteristics of the nodesﬁ S grant no. 22/448/07/EMR-II,

number of nodes increase, the mathematical analysis ofasuch
system becomes exceedingly cumbersome. We therefore carry

their distance from the central sink (node 0) varies. As t

assumptions were made, which served as a way to analytically
extend the single-hop results to the multihop case. The-accu
racy of the throughput model was verified vis-2simulations.
Ourns-2simulation based studies of a multihop 802.15.4 net-
work also brought out certain weaknesses of the protocaund
specific traffic conditions.

The analysis can be further extended to capture the nodal
energy consumption and network lifetime, thereby aiding ne
work planning and deployment. As a future work, we also plan
to conduct more simulations to study the throughput perfor-
mance in a generalized many-to-one multihop forwarding in a
randomly deployed network.
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