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Abstract—Guarding against channel errors in wireless
networks has been a challenging research problem, spe-
cially when transmitting time-constrained contents, like
streaming video or image. Source diversity in the form
of Multiple Description Coding (MDC) has been studied
for guarding against wireless channel errors. In MDC,
an image is broken into several equally important de-
scriptions which can be sent over multiple paths to the
destination. In this work, we leverage the routing scheme
to exploit the path diversity in such a way that multiple
descriptions are sent over different paths in the network
and are merged at the intermediate nodes for possible
recovery of corrupted descriptions. The routing uses the
idea that when multiple descriptions join at intermediate
points it can help in partial recovery of lost or corrupted
descriptions by using the link error information, thereby
improving the overall image quality at the destination. In
order to achieve high gain in terms of peak signal-to-
noise ratio (PSNR) with minimum split into descriptions,
we investigate an optimum spatial interleaving based MD
coding scheme that maximizes the intermediate recovery
possibility for a given recovery filter design. We also explore
the choice of an optimum number of descriptions at an
intermediate merging point that maximizes the PSNR gain.
Our simulation study shows that it is possible to achieve a
PSNR gain of around 5-6 dB using our coding and routing
strategy.

Index Terms – Multi description coding, image/video
transmission, multi-hop wireless networks, multipath
routing, intermediate recovery, cross-layer approach

I. INTRODUCTION

Wireless channels are inherently error-prone. Trans-
mission of time-constrained information, like streaming
video and images, is challenging because retransmission
of a lost or corrupted packet is infeasible. Therefore, the
error control measures have to be taken at the coding,
routing, and message reconstruction stages.

While dealing with video or image frames, an effective
way to guard against random wireless channel errors
is to split the file into smaller chunks and send it
over different paths to the destination. These approaches
are respectively known as source diversity and channel
diversity. It has been recently shown [1] that combining
source and channel diversity works efficiently in the face
of bit-level transmission errors.

Source diversity is commonly achieved at the source
coding level, where a frame is split into equally im-
portant descriptions or message blocks by the source
encoder. This is known as the Muliple Description
Coding (MDC). Most of the earlier works [2] on MDC
for image transmission over wireless networks focus on
the various forms of source diversity. When a stream of
MD coded packets is divided into substreams and sent
over multiple paths, different portions of the frame are
protected from link errors by virtue of path diversity.
The descriptions are combined at the destination to
reconstruct the frame with a better quality compared to
the case when the entire stream is sent over a single
lossy link. The effect of path diversity along with source
diversity for transmission of video or image frames over
wireless links was studied in [3]. However, the benefit of
using more than 2 descriptions along with path diversity
was not explored in there. In addition, partially corrupted
packets are usually discarded at the link layer. Instead, if
the correlation information of partially corrupted packets
with correctly received packets are exploited to repair the
corrupted packets, overall quality of the reconstructed
message is expected to be better.

In this work, we explore two aspects of source diver-
sity and path diversity: (1) splitting a frame suitably into
multiple descriptions, and (2) applying a routing strategy
that aids partial recovery of descriptions.

We propose measures to maximize the quality of a
decoded frame via intermediate recovery as follows:
If some or all correlated descriptions, that travel via
different paths, pass through an intermediate node, there
is a high likelihood that a corrupted description can be
recovered to a considerable extent at the intermediate
stage, before being further corrupted as it arrives at
the destination. However, in a network, without a ju-
dicious splitting of packets if we want to exploit the
path diversity, only very few or none of the correlated
descriptions may merge at the intermediate nodes. Thus,
achieving an increased gain from error recovery requires
a proper spatial distribution of MD coded packets that
will allow maximum correlated packets to converge at
the intermediate nodes. Moreover, given multiple paths
and a potential number intermediate merging points, the978-1-4244-8953-4/11/$26.00 c© 2011 IEEE



optimum number of descriptions as well as their splits
may have an impact on the quality of recovery. In our
approach, for a given total number of descriptions, we
derive an optimal number of descriptions to be merged
at an intermediate node, and identify which streams
should be directed towards the merging points. The
proposed MDC-aware routing algorithm ensures that the
chosen descriptions are directed toward the merge points.
Additionally, to maximize the quality of recovery at a
merging point we use the link error information of the
correlated (neighboring) pixels in estimating a lost or
corrupted pixel. To the best of our knowledge, inter-
mediate recovery of MD coded packets jointly with an
enabling routing strategy and link error aware decoding
has not been studied yet.

Since our aim in this work has been to explore and
present a proof-of-concept on the benefits of multipath
route aware coding, intermediate recovery aware packet
forwarding, and link error aware pixel interpolation tech-
niques, we have chosen simple spatial interleaving based
MDC and basic 4×4 spatial filter technique for decoding.
There have been several works reported in the source
coding literature on more advanced MDC techniques.
Likewise, on the interpolation for error recovery, tem-
poral interpolation for a stream of image/video frames
could be exploited, as well as more efficient and complex
spatial interpolation techniques are available in the image
processing literature. To this end, we do not claim to
advance the individual MDC and image error recovery
techniques. Our main contributions in this paper can be
summarized as follows.

• Design of a spatial interleaving based MDC scheme
which is suitable for splitting an image frame into
multiple descriptions. The decoding strategy, which
uses wireless channel error information, is shown to
maximize partial error recovery at the intermediate
nodes.

• Design of a routing scheme that is aware of the
coding scheme and helps in merging desired de-
scriptions at the intermediate nodes for efficient
partial error recovery.

The paper is organized as follows. In Section II, we
use simple examples to illustrate how partial recovery
of packets at intermediate nodes can be more efficient
than recovery at the destination. We also describe here
how the routing strategy uses the knowledge of coding
scheme to help the partial recovery process. In Section
III we explain the coding and decoding schemes in detail.
Section IV describes the proposed routing scheme to aid
intermediate recovery. In Section V we evaluate our cod-
ing and routing schemes with respect to different tunable
parameters. Prior work in this domain is reviewed in
Section VI. We conclude in Section VII.

II. PROBLEM FORMULATION

In this section, using simple examples we will illus-
trate the usefulness of intermediate recovery of packets.
Consider a scenario where an image is transmitted from
a source node to a destination node over a multihop
wireless network. At the source node, an image frame
is split into M equally-important descriptions that are
divided into equal-sized packets for transmission to the
destination via multipath routes. ∗ In order to extract the
best gain in image quality, the routing scheme must try to
converge a chosen set of descriptions at the intermediate
points.

A wireless link error is modeled in terms of Pixel
Error Rate (PER). A noisy link implies high PER and
a good link means low PER. In order to compare the
relative qualities of the recovered image frames, we use
the peak-signal-to-noise ratio (PSNR) metric which is
defined as:

PSNR = 20 log10

255
RMSE

,

where the root mean square error of a reconstructed d×d
image frame f with respect to the original frame F is
given by

RMSE =

√√√√ 1
d2

d−1∑
i=0

d−1∑
j=0

[f(i, j) − F (i, j)]2,

and each pixel value is represented as an 8 bit codeword.
To illustrate the objective of the routing scheme,

we choose a double diamond shaped network shown
in Figure 1(a), as an example. Half of the links are
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Fig. 1. A diamond shaped wireless network with links having high and
low PER: (a) single intermediate merging point; (b) two intermediate
merging points.

“good” with a PER of 1% and the remaining ones are
“bad” with a PER of 20%. We code the image into 2
descriptions, which is the most common MDC strategy.
Given the link conditions, one stream faces significant
errors and the other one is less corrupted. We compare

∗It is also possible to split the frame into descriptions of varying
importance as well as unequal sized packets.
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Fig. 2. A gain of 6 dB is achieved, where the PSNR with intermediate
recovery is 27.26 dB and that with recovery only at the destination is
21.13 dB. The frame was split into 2 descriptions, and was recovered
partially at the intermediate point where both descriptions converge.

the image quality for two scenarios: (i) where the image
is reconstructed only at the destination, and (ii) where the
descriptions are also partially recovered at the intermedi-
ate node. Figure 2(a) and (b) show the recovered image
at the destination with and without intermediate recovery,
respectively. There is a visible improvement in the image
quality, which is also indicated by a gain in PSNR. The
PSNR of the image with intermediate recovery is 27.26
dB as opposed to 21.13 dB, giving a gain of almost 6
dB.

Observation 1: Intermediate recovery with 2 descrip-
tions shows significant gain in image quality.

In the above example, we considered that all the
descriptions are available for recovering the corrupted
pixels at the intermediate node. However, this may not
be the case always – specially in a large network, as
one might be interested in exploiting path diversity to
a greater extent, where a larger number of descriptions
might offer more error resilience. Although more path
diversity and higher number of descriptions make the
routing and forwarding strategies more complex.

In our next example, we consider a network as shown
in Figure 1(b) which has 2 intermediate merging points.
The frame is split into 4 descriptions, which are trans-
mitted through 4 different links, with an equal mix of
good and bad links. In this case, only 2 descriptions
can meet at each intermediate merging point. Figure 3(a)
and (b) show the reconstructed image with and without
intermediate recovery, respectively. Again, a perceptible
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Fig. 3. About 5 dB gain is obtained by intermediate recovery (26.47
dB) over recovery only at the destination (21.55 dB). The frame was
split into 4 descriptions, and there were 2 intermediate merging points.
2 descriptions converged at each merging point.

improvement in image quality is confirmed by about 5
dB gain in PSNR, where the PSNR with intermediate
recovery is 26.47 dB and that with no intermediate
recovery is 21.55 dB.

Observation 2: There is a gain in PSNR by partial
recovery of streams, although with a drop in the overall
gain, as compared to the case where all descriptions
merge at one intermediate node.

The observation 2 raises a question whether, in a
large network, where many edge disjoint paths can be
found, it is better to keep on increasing the number of
descriptions. An associated question is, whether there is
any impact of number of merging points on the end-to-
end delay performance. We will address these questions
in Sections III and IV since it is closely tied to the coding
scheme adopted for splitting a stream at the source node.
We will show that, increasing the number of descriptions
merging at an intermediate node beyond a certain value
does not increase the PSNR. This optimal value of the
number of descriptions is the primary input for devising
a multipath routing strategy.

Given a network topology, our routing scheme will
proceed by first finding a set of nodes that can be used
as the merging points. Since it is aware of the optimal
number of descriptions to be merged, it can direct the
source node to create the right number of descriptions,
which is the product of the number of descriptions
to be merged at a node and the number of merging
points. In the next step, the routing algorithm searches



for edge disjoint paths that can carry the descriptions
and also ensures that the chosen subset of descriptions
converge at the intermediate nodes. Figure 4 illustrates
the scenario, where we have chosen 4 merging points
along the diagonal of a 4 × 4 mesh. Assuming that

Fig. 4. A 4x4 mesh topology illustrating the choice of merging points
(nodes 4, 7, 10, and 13) and possible paths for the descriptions. We
have considered 8 descriptions with 2 of them merging at a node.

the number of descriptions to be merged at a join
point is 2, there will be 8 descriptions created at the
source. The best routing strategy should find 8 link-
disjoint paths for the descriptions before they converge
in subsets of 2 at each intermediate merging point. In
general, the routing algorithm finds a shortest path for
each substream towards its chosen intermediate merging
point. We will show that our technique of finding shortest
path in small clusters introduces more merging points in
addition to the chosen ones, thereby further aiding the
intermediate recovery.

III. CODING AND DECODING SCHEME

In MDC technique an image frame is split into
multiple equally-important descriptions. A set of pixels
from the frame is assigned to each description in a way
that ensures if some of the descriptions are corrupted
during transmission, the other descriptions can help in
recovering the corrupted pixel values. The breakup of
an image frame into separate descriptions is called the
coding stage, usually performed at the source node. The
recovery step is usually performed at the destination
node at the time of frame reconstruction. In our recovery
approach, in addition to applying the standard filter-
based recovery method, we also take advantage of cross-
layer information about the link conditions, usually
available as physical link error information, to increase
the recovered image quality. In this section, we present
the coding and decoding approaches in detail.

A. Coding Scheme

Given an image frame in some compressed form, there
are different ways in which the frame can be split into

TABLE I
OPTIMAL SPLIT OF A 4 × 8 FRAME INTO 2 DESCRIPTIONS

1 2 1 2 1 2 1 2
2 1 2 1 2 1 2 1
1 2 1 2 1 2 1 2
2 1 2 1 2 1 2 1

multiple descriptions. If we have to create 2 descriptions,
then a naive way of splitting a frame would be to assign
alternate rows of pixels to description-1 and description-
2. Note that, the key idea behind splitting an image
frame into multiple descriptions is to spread the spatial
information of the frame in the form of pixel values into
different descriptions, so that when one description is
corrupted, then the other spatially correlated description
can be used to interpolate the corrupted pixel values.
To achieve this goal in a 2D scenario, the best possible
spatial distribution of descriptions is achieved by assign-
ing alternate pixels to description 1 and 2, as shown
in Table I. This is because, our recovery strategy takes
only the North-South-East-West pixels to interpolate a
corrupted pixel. In this splitting approach, if a pixel
value in description-1 is corrupted, it can be efficiently
inferred from description-2, provided description-2 is
less corrupted, and vice versa. However, in a large
network, intuitively more than 2 descriptions will exploit
path diversity better and minimize the effects of link
errors.

When we move toward higher number of descriptions,
there are many different ways to split the image. We
adopt a simple scheme of a fixed value shift in the
description id as we move to subsequent rows in the
image. As an example, if there are 8 descriptions, and
we apply a shift of size 2, then the first pixels in rows
1, 2, 3, 4, and 5 would belong to descriptions 1, 3,
5, 7, and 1, respectively. Note that, finding an optimal
shift size at the coding stage and devising a forwarding
strategy to enable arrival of a suitable set of descriptions
at a merging point are very important, so that the
spatially correlated (neighboring) descriptions are not
simultaneously corrupted and they have a likelihood of
merging at intermediate nodes to maximize the PSNR
gain via intermediate recovery.

We chose the shift size ψ equal to half the number of
descriptions. Thus, for 8 descriptions the shift size is 4,
for 16 it is 8, and so on. Table II shows a 4× 16 image
block split into 16 descriptions with ψ = 8. The choice
of the shift size is motivated by the following lemma.

Lemma 1: A shift size equal to half the number of
descriptions results in the maximum chance of interme-
diate recovery given a right forwarding strategy.

Proof: If only 2 streams are allowed to merge at an
intermediate node, then our proposed shift size ensures
descriptions i and (i+ψ) are forwarded toward the same



TABLE II
OUR PROPOSED SPLIT OF A 4 × 16 FRAME INTO 16 DESCRIPTIONS.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
9 10 11 12 13 14 15 16 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
9 10 11 12 13 14 15 16 1 2 3 4 5 6 7 8

1 2 9 10
2-stream X

√
X

√
4-stream X √ √ √

TABLE III
COMPARISON OF RECOVERY POTENTIAL OF 2-DESCRIPTION

MERGE VERSUS 4-DESCRIPTION MERGE. X DENOTES THAT A

CORRUPTED DESCRIPTION CANNOT BE RECOVERED, WHILE
√

DENOTES IT CAN BE RECOVERED.

merging node. Since the north-south neighbors for any
pixel from description i belong to description (i+ψ), at
the intermediate merging point a description will always
have 2 spatial neighbors that are likely to have faced a
different error conditions, thereby helping in the recovery
process. Next, if 4 descriptions are merging at a point,
then we group the following descriptions together: {i,
i+ 1, i+ ψ, and i+ 1 + ψ}, where i starts from 1.† In
this case, it is ensured that at least 3 neighboring pixels
will always be available. Due to our chosen filter size,
going beyond 4 descriptions merging at a point, it is not
possible to increase the neighboring pixel count. Hence
if 4 descriptions merge at a node, that gives us the best
chance of intermediate recovery.

We illustrate the benefit of grouping 4 descriptions
with an example. Let us assume that for a set of 16
descriptions, we have a 4-set as {1-2-9-10}, and the
corresponding 2-sets will be {1-9} and {2-10}. Assume,
the descriptions 1,2,9 are bad and the description 10
is good. Accordingly, Table III shows the recovery
potential for each description in 2-description merging
and 4-description merge. A description has a chance of
recovery if at least one of its neighboring pixels is from
a good description. Table III shows that in 4-description
merging we can recover 3 descriptions, as opposed to
just 2 descriptions in the 2-description merging case.
This further strengthens our argument in favor of using a
forwarding strategy that aims at merging 4 descriptions
at a merging point.

B. Cross-layer Decoding Strategy

Our recovery scheme is activated at every merging
point to enable partial recovery of corrupted descrip-
tions, in addition to the conventional recovery at the
destination. In order to recover a pixel X, we take

†Necessary checks are done in implementation to wrap around when
i exceeds total number of descriptions.

help of the 4 neighboring pixels: north-south-east-west.
If all the descriptions are available during recovery,
a naive approach would be to assign equal weight to
each of the pixels. However, if one of the descriptions
has suffered more corruption, then the probability that
it will incorrectly interpolate the pixel-X increases. In
contrast, during the interpolation, we propose to assign
weights to the neighboring pixels based on the link
error rate. Specifically, the weights assigned are inversely
proportional to the pixel error rate, where the error rate
can be inferred from the physical layer link error rate.

In addition to the weighted interpolation approach, we
introduce another optimization by leaving those descrip-
tions untouched which have suffered low pixel error rate.
This ensures that during interpolation a noisy description
does not end up smearing a good description. This cross-
layer information link error helps us achieve a higher
quality in image reconstruction.

In case of partial recovery, all the neighboring pixels
may not be available at an intermediate merging point
since we may have to merge as low as 2 descriptions
at a join point. If a neighboring pixel information is
unavailable, we distribute the weights to the available
pixels based on the technique discussed.

IV. MULTIHOP ROUTING STRATEGY

We model the network as a graph G = (V,E), where
V is the set of N nodes (or routers in a multihop
wireless network) and E is the set of edges (or wireless
links connecting the routers). The routing problem is
to find paths between a pair of nodes (s, t) such that
maximal path diversity can be exploited by the multiple
descriptions.

Before we proceed, let us present some concepts used
in our routing solution. A path in a graph is formally
defined as a chain of vertices such that the consecutive
pair of nodes define an edge and in which the terminal
vertices are distinct. Thus, a path between s and t can
be represented as Ps,t = {v1, · · · vl ⊆ V |(vi+1, vi) ∈
E, ∀ i = 1, · · · , (l − 1)}.

In a multipath routing scenario, end-to-end transmis-
sion delay and path diversity are two critical parameters.
In the following lemma we explore the relationship be-
tween end-to-end transmission delay and multiple paths
used in the transmission.

Lemma 2: End-to-end delay of a multipath route de-
creases with the increase in link disjointedness in the



paths and decrease in node overlaps.
Proof: For simplicity of the proof consider a regular

network topology and imagine any number of descrip-
tions per image frame and any multipath routing combi-
nations are realizable. All nodes are assumed equipped
with single transceiver system of equal data transmission
rate. Let the number of message blocks (number of
descriptions) per frame be M and transmit time of a
message block be T time units. Also, let the number of
hops of any route from s to t – node and link disjoint,
or link disjoint with node overlap – be H .

First, consider an H-hop s to t single path route. At
each node along the route, the transmission time is MT .
For H-hop route, the total end-to-end transmission delay
is D1

st = HMT units.
Now consider disjoint multipath routes. Let, M de-

scriptions be equally split into K substreams, thus each
substream having M

K number of blocks. With M =
2n, n = 1, 2, · · · , to have integer values of M

K , K can
assume values K = 2i−1, where i = 1, · · · , log2M +1.
Having single transceiver at each node, the source will
incur transmission delay MT to disburse all M de-
scriptions to K outgoing links. Likewise, total delay
to receive all M descriptions at the destination is MT .
At any other intermediate node along different disjoint
routes, where it carries M

K blocks, the transmission delay
incurred is MT

K . The route having H − 2 such inter-
mediate hops, the total end-to-end transmission delay
over K disjoint multipath routes, denoted by Kd, is
D

(Kd)
st =

(
2 + H−2

K

)
MT units.

Next, consider K H-hop multipath routes, with J
intermediate merging points, denoted by Km. To have
identical segments, H should be an integer multiple
of 4 and J can assume values J = 2i−1 − 1, where
i = 1, · · · , log2H . Following a similar logic as in dis-
joint end-to-end routes, the total end-to-end transmission
delay can be obtained as:

D
(Km)
st = (J + 1)

(
2 +

H
J+1 − 2
K

)
MT.

Note that, K = 1 corresponds to D
(Km)
st = HMT

– the single path routing case, and K = M and
J = 0 corresponds to D

(Km)
st =

(
2 + H−2

K

)
MT – the

disjoint multipath routing case. Moreover, J = H
2 − 1

corresponds to D
(Km)
st = HMT – for any value of

K , which implies that, end-to-end transmission delay is
rather a function of node overlaps along the route (the
value of J); the more the node overlaps, the more the
delay.

An example case of end-to-end transmission delay
with M = 8, H = 16, and T = 1 (unit delay) is shown
in Figure 5. It is evident from the above observations on
delay and Figure 5 that minimal intermediate merging
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Fig. 5. End-to-end transmission delay along multipath routes.

points (J) and minimal edge overlap (captured in K)
among the paths between s and t ensures minimal end-
to-end transmission delay.

However, in order to improve PSNR it is required to
have node overlaps among the paths which can serve
as the intermediate recovery points. From the earlier
discussion on coding scheme for a particular filter that
we used, it is evident that the best chance of partial
recovery happens only when it is possible to merge
4 descriptions at an intermediate node. Thus the two,
apparently orthogonal, primary objectives of our routing
scheme in the light of the above discussions are as
follows:

1) Maximize the merging of 4 descriptions at inter-
mediate nodes for partial recovery. Also, maximize
the merging of more than one descriptions at the
intermediate nodes, whenever possible.

2) Ensure maximal edge independence among the
paths between s and t.

Algorithm 1 Routing Strategy
procedure FindPaths(G, s, t)
Find C as the minimum vertex cover of the s − t cut in G with maximum
maximal matching.
for all c ∈ C do

FindEdgeIndependentPaths(G, s, c)
FindEdgeIndependentPaths(G, c, t)

end for

procedure FindEdgeIndependentPaths(G, x, y)
Gcurr = G
for i = 1 to 4 do

FindShortestPath(Gcurr , x, y)
end for

procedure FindShortestPaths(G, x, y)
Apply Dijkstra’s shortest path algorithm to find a path P in G between x, y
Increase the cost for all edge e ∈ P
Return P

A two-step routing strategy with the above objectives
is depicted in Algorithm 1. The first step ensures path
diversity at a macro-level by finding out an initial set



of intermediate points or anchor nodes for merging the
descriptions. The second step of the routing strategy
finds multiple paths with minimal edge overlap between
the source and the destination via each of the anchor
nodes. Based on our findings presented in Section II, a
group of 4 paths through each of the anchor nodes are
discovered. The set of anchor nodes and the paths dis-
covered through them helps to take an informed decision
to split the source stream into multiple descriptions and
merge them in groups of 4 at each of the anchor nodes.
The source node maps the descriptions to the individual
paths determined by the routing strategy according to the
grouping determined by coding scheme. Thus, a total of
4×|C| descriptions are generated and 4 node overlapping
paths are found with minimal edge overlap between the
source s and each of the anchor nodes and then again to
the destination t.

We select the maximum of minimal vertex separator ‡

for s and t in G (also known as s−t vertex separator) as
the anchor nodes, since each path from s to t meets the
separator set at some vertex. By Menger’s Theorem, the
size of the smallest s − t vertex separator S is exactly
the same as the number of vertex disjoint paths from s
to t. Finding a vertex separator is an NP-Hard problem
[4], except for some graphs with special properties (e.g.,
planar graphs) and with some constraints (e.g., finding
any vertex separator) there exists linear-time algorithm
[5]. For a grid network shown in Figure 4, the maximum
of minimal vertex separator for paths from node 1
to 16 can be easily found as the diagonal consisting
of node {4, 7, 10, 13}. The selection of maximum of
minimal vertex separator partially contributes to our first
routing objective by finding node disjoint paths. Note, as
discussed in Section II, an increase in the number of node
overlaps also increases the end-to-end delay. However,
in this paper we do not optimize or guarantee end-to-end
delay.

We meet the second objective in two ways. The
first way is implicit in the derivation of maximum of
minimal vertex separator as the minimum vertex cover
corresponding to the maximal matching of maximum
s − t cut in G. This ensures the accommodation of
the maximal number of paths without edge overlap
through the vertex separator node. This follows from the
following two lemmas.

Lemma 3: The maximum of minimal vertex separator
for s and t in G can be expressed as the minimum
vertex cover corresponding to the maximal matching of
maximum s− t cut in G.

Proof: The minimum vertex cover corresponding to
the maximal matching of a s− t cut in G is a minimal

‡We assume standard definitions of s− t cut, cutset, maximum cut,
maximal matching and a vertex separator, Menger’s Theorem, König’s
Theorem.

vertex separator for the given s − t cut. If we take the
minimum vertex cover corresponding to the maximal
matching of the maximum s − t cut in G then we get
the maximum of minimal vertex separator for s and t in
G.

Lemma 4: The maximum number of edge-disjoint
paths possible between s and t is the number of ver-
tices in the minimum vertex cover corresponding to the
maximal matching of maximum s− t cut in G.

Proof: Let C be the minimum vertex cover corre-
sponding to the maximal matching of maximum s−t cut
in G. Also, let B be the cut-set for the maximum s−t cut
in G and m be the cardinality of the maximal matching
corresponding to B. Then from König’s Theorem we can
say that |C| = m. We claim that the maximum number
of paths that can exist between s and t without any edge
overlap is m, given that the paths can only overlap in
the edges e ∈ B.

We prove this lemma by contradiction. Given C, it is
trivially true that it is possible to find m paths between s
and t through the nodes in C without any edge overlap.
Let us assume that (m + 1) such paths are possible
between s and t without any edge overlap. To achieve
this, we need to have another s − t cutset in G such
that the maximal matching corresponding to the cutset
has a cardinality equal to m+ 1. Let the corresponding
minimum vertex cover be C ′. Now, we already have
assumed that we get the the maximum of maximal
matching corresponding to the s−t cutsets for C. Hence
C must be same as C ′ or in other words, no such C ′

exists. Hence (m+ 1) paths are not possible between s
and t without edge overlap.

The second way of increasing edge independence is
the use of a simple weight-based algorithm to compute
the paths between the source and the anchor nodes and
then again from the anchor nodes to the destination by
gradually incrementing the cost of the edges already
accounted for in a path. Note, our objective is to maxi-
mize node overlap and minimize edge overlap for paths
converging at c ∈ C, but not for paths converging
at different anchor nodes. According to our routing
strategy, the paths converging at an anchor node can
leverage the node overlap for partial recovery while the
edge independence ensures that each description will be
independently affected by wireless link errors.

V. RESULTS

We simulated the experiment environment in Mat-
Lab. In the experiments evaluating the coding-decoding
scheme, unless otherwise mentioned, an equal mix of
good and bad links are taken. The PER for good links
was chosen between 0.1% to 1% and those of bad links
between 10% to 20%. The input image was 512 × 512
pixel black-and-white Lena JPEG file.



A. PSNR Gain due to Coding and Decoding

In this experiment, we used 3 different experimental
scenarios. In the first scenario no intermediate recovery
was performed. The second scenario employed a naive
intermediate recovery technique where link error infor-
mation was not used and interpolation was based on
equal weights to all neighbors. In the third scenario we
applied the cross-layer intelligence wherein no recovery
was attempted to the less or non-corrupted descriptions
and neighboring PER aware weights were assigned for
interpolating a highly corrupted description.

Figure 6 shows the merit of cross-layer decoding in
terms of PSNR gain of about 5 dB with respect to no
partial recovery. The gain remains nearly unchanged with
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Fig. 6. Improvement in image quality with increasing number of
descriptions.

increase in number of descriptions.
To show the impact of partial recovery in large net-

works we considered 4 chosen descriptions merging at
more than one intermediate recovery stages. Figure 7
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Fig. 7. PSNR gain with increase in intermediate recovery stages.

shows the PSNR gain compared to the no intermediate
recovery case, where the recovery stages denote a set of
merging points. The first join gives a gain of about 6 dB,
however it does not grow significantly with increase in
stages. As larger number of pixels are corrupted, there is
a lesser probability that more good pixels will be found
in the next hop which could be used for recovering the
corrupted pixels. Therefore, the drop in quality for no
recovery case slows down with increase in route length.
For the recovery case, as the hops are increased, and
more pixels are in probably in error, the recovery fails

to be as effective. Therefore, with increasing number of
hops, the PSNR gain start reducing. This observation is
important in our routing scheme where we ensure that
at least one intermediate merging point is guaranteed,
and any further merging points by virtue of route con-
struction is a bonus.

B. Evaluating the Coding Parameters

Understanding the correct choice of the number of
descriptions to merge at an intermediate node is impor-
tant because it determines the number of descriptions
to be created at the source. As explained in Section
II, 2 streams at a merging point makes available 2
out of 4 neighboring pixels to aid recovery, whereas
4 or more streams merging gives 3 neighboring pixels,
thereby improving the chance of error recovery. On the
extreme, if all streams merge, then all 4 neighboring
pixels are available. In this experiment we observe the
benefit of having additional neighboring pixels while
doing recovery. When 2 neighboring pixels are available
where 2 streams are merging, we achieved a PSNR of
22.67 dB. The overall PSNR was 22.89 dB when 3
neighboring pixels were available, and if all 4 neighbors
are present PSNR was 22.91 dB. This validates that with
increasing number of pixels it is possible to gain PSNR
although it may not be very significant.

In generating multiple descriptions, the parameter
shift size ψ determines the effectiveness of our coding
scheme. We took 16 descriptions, and changed the shift
value from 1 to 8, and recorded the corresponding
PSNRs. As depicted in Figure 8, we show that the
best PSNR is achieved when ψ is half the number of
descriptions, confirming our observation in Section III.
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Fig. 8. Effect of shift value on received PSNR.

C. Evaluating the Routing Strategy

We considered a mesh network with symmetric grid
structure. Figure 4 shows such a 4 × 4 network with
16 nodes. As per our routing algorithm, the set of
intermediate merging points is {4, 7, 10, 13} for source
s at 1 and destination t at 16. The routing algorithm
then computes the end-to-end paths between s and t.
To evaluate our proposed algorithm with respect to our
objectives we defined a performance index PI , which
is a weighted measure of number of intermediate nodes
that have 2, 3, and 4 or more path overlaps. Based on



our considered recovery filter, we have noted that when
2 or 3 descriptions merge, only 2 neighboring pixels on
average can be used for recovery, whereas with 4 or more
descriptions merging 3 neighboring pixels are available.
Accordingly, PI is defined as:

PI =
2η2 + 2η3 + 3η4

7
,

where η2, η3, and η4 are the nodes with 2, 3, and 4 or
more path overlaps.

We compared the performance of our routing strategy
with a naive routing algorithm, where the end-to-end
shortest paths between s and t are considered in group
of 4 similarly as in our proposed algorithm. The paths
within each group are discovered with minimal edge
overlap following the same weight based biasing of
shortest path algorithm. Comparative performance re-
sults for grid networks of various dimensions are shown
in Figure 9. A significant gain in terms of PI is observed
with increase in network dimension, as depicted in
Figure 9(a). The relative number for nodes with 2, 3,
and 4 or more path overlaps are shown in Figure 9(b).
Again, compared to the naive routing algorithm, the
proposed algorithm finds a relatively higher number of
intermediate node overlaps with higher weights.

VI. RELATED WORK

As stated in Sections I and II, our work has two
distinct research components - (i) image coding and
decoding, and (ii) multipath routing and forwarding
in a mesh network. These areas have been researched
extensively, albeit individually, and reported copiously
in the literature. Below, we highlight the related works
that attempted to exploit the benefits of image coding
and routing diversity.

MDC has garnered significant attention from the
researchers for image/video transmission over unpre-
dictable paths due to network congestion as well as
wireless link errors (see, e.g., [2], [6]–[8]). Several
technical approaches to MDC exist such as the transform
technique (e.g., [9], [10]), layered coding (e.g., [11]),
spatial interleaving (e.g., [3], [12]), etc. Depending on
the source coding pattern, there have also been several
image recovery techniques that exploit the correlation
of image blocks resulting from the compression [13].
Spatial domain interpolation [14], [15], which is a block
based error concealment technique, specially suits the
context of spatial interleaving based MDC.

Although cross-layer optimization has been studied
extensively in the context of multipath routing (MPR)
in wireline and wireless ad hoc networks, broadband
routing requirements have led to joint investigation of
the coding (MDC) and routing (MPR) aspects (see, e.g.,
[2], [3], [16]–[21]). The use of path diversity along with
MDC was proposed in [22]–[25], primarily to cope with

dynamic network congestion. Genetic algorithm based
suboptimal MPR solution was used in [20] to solve
a computationally hard problem of finding an optimal
multipath route. Sequential approach to k-shortest path
search based multipath route construction was proposed
in [21], where a cost metric based routing scheme was
introduced to reduce the link overlap.

It may be noted that, the intermediate recovery of
MDC packets over multipath routes is different from
network coding concept [26] that work in collaboration
with routing to reduce the network bandwidth overhead
(and, as a result, increase network throughput) at the cost
of some additional computation at the nodes.

In our work, we aimed at generating optimum num-
ber of symmetric multiple descriptions on an already
transformed (compressed) image depending on the end-
to-end routing information, and looked for a suitable
spatial interleaving pattern that can be leveraged for
intermediate recovery, resulting in increased error cor-
rection. A simple interpolation technique based on four
neighboring blocks, as presented in [15], is used for a
lost or corrupted block recovery. The routing strategy,
on the other hand, focused on optimum number of node
overlaps (merging points) and possibly maximize the
PSNR gain in the face of random link errors.

VII. CONCLUSIONS AND FUTURE WORK

In this work, we explored the feasibility of splitting
an image frame into potentially large number of de-
scriptions and exploited path diversity for intermediate
recovery in multihop wireless networks. In order to
split the frame into multiple descriptions, we designed a
method of assigning pixels to different descriptions such
that, the spatial information in the image is well spread
out among the different descriptions. Our proposed rout-
ing strategy utilizes path diversity in a way that all
correlated descriptions are not corrupted simultaneously,
and at the same time it also ensures merging of multiple
descriptions at intermediate nodes for partial recovery,
before reaching the destination. For error recovery at
the merging points, we also made use of the spatial
correlation component present in an image frame. We
adopted a simple 2×2 filter with our proposed link error
aware weight assignment to in interpolating a lost or
corrupted pixel from its neighboring pixel information.

As a further extension of the work we plan to ex-
ploit the temporal correlation in video encoding. Also,
our experiments in this work have focused mainly on
regular mesh networks. As a future work, we will study
the proposed routing algorithm and delay analysis on
random networks.
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