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Queue Aware Access Prioritization for Massive
Machine-type Communication

Mayukh Roy Chowdhury and Swades De

Abstract—One of the pivotal services of the fifth-generation
(5G) of cellular technology is massive Machine-type Commu-
nications (mMTC), which is intended to support connecting
high density of machine-type devices. Random access channel of
long term evolution (LTE)/ LTE advanced needs to be modified
in order to support large simultaneous arrival of machine-
type devices. 3GPP suggested access class barring (ACB) as a
mechanism to inhibit network congestion in mMTC or massive
internet of things (IoT) scenario. Consequently, in devices which
are repeatedly ignored by ACB, queue of data packets keeps
growing. In storage constrained IoT nodes with limited buffer,
this may lead to packet drop due to buffer overflow, causing
a decline in the overall throughput of the system. To address
this issue, a novel queue-aware prioritized access classification
(QPAC) based ACB technique is proposed in this paper, where
machine-type devices having data queue size close to its buffer
limit are dynamically given higher priority in ACB. To study the
queue build-up at each MTC device, a node-centric analysis of
ACB in buffer-constrained scenario is performed using a two-
dimensional Markov chain. It is shown that the proposed QPAC
scheme, with optimal model parameters obtained by maximizing
overall system utility, offers up to 70% gain in throughput
compared to the nearest competitive dynamic ACB scheme.

Index Terms—Access class barring, buffer overflow, dynamic
priority access classification, internet of things, massive machine-
type communication, queue awareness, random access, storage
constraint

I. INTRODUCTION

MACHINE type communication (MTC) or machine to
machine (M2M) communication is one of the key

enablers of the Internet of Things (IoT) paradigm. It enables
autonomous exchange of information between machine-type
devices (MTDs) which are installed in state-of-the-art infras-
tructures, like smart city and industry 4.0. Wide variety of
applications include industrial IoT, smart metering, smart grid,
remote monitoring, e-health, object tracking, and security [1].

Long term evolution (LTE) is an automatic choice as air
interface for MTC primarily because of its wide area coverage
[2]. It is also well known that existing LTE random access
procedure needs to be tuned in order to fit in M2M com-
munication, as it is quite different compared to typical human
to human (H2H) communication. IoT or M2M communication
has some unique challenges, namely, storage constraint, unique
traffic signature, and limited battery power [3]. One of the
primary challenges is, it suffers from overload when massive
number of MTDs try to access the network simultaneously
[4].
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LTE random access is based on slotted ALOHA but the
difference is that, it is connection based. It has two variants in
general, namely, contention-based and contention-free [5]. In
this work only the former is considered. In contention-based
random access, MTDs that want to transmit a data packet need
to choose a preamble and set up a connection with the base
station or evolved node B (eNB) first. In massive IoT scenario,
large number of MTDs contend for access simultaneously in
a random access opportunity (RAO) slot, and each of them
randomly chooses one of the orthogonal preambles. As the
number of preambles available to each eNB is limited, this
massive access leads to congestion or overload in the network.

To mitigate access congestion in LTE random access due
to massive arrivals, among different access control schemes
proposed by 3rd Generation Partnership Project (3GPP), ac-
cess class barring (ACB) is one of the most efficient techniques
[2]. In ACB, devices seeking access to the eNB are selectively
barred based on their predefined access classes. In the process
of reducing access attempts, ACB keeps on ignoring packets
generated by some of the devices. This leads to queue build-
up at the data buffer of those MTDs. As a consequence, not
only those packets are delayed, they might also be in danger
of being dropped when the buffer is full. Therefore, it is of
utmost importance to incorporate queue-awareness in the ACB
scheme, particularly in buffer-constrained IoT devices.

A. Related works

In the literature various access control techniques have been
proposed to mitigate massive access congestion, e.g., cell
shrinking and offloading [6], distribution reshaping [7], and
variety of ACB algorithms [2], [8]–[10]. The authors in [11]
reviewed different access control mechanisms proposed for
mMTC. Some of them are related to the 3GPP specification,
namely, ACB, extended access barring (EAB), slotted random
access, separated resources for H2H and M2M, pull-based
random access [12], and dynamic resource allocation [13].
Apart from these, some other techniques are also proposed
to tackle congestion by professional groups other than 3GPP,
e.g., code-expanded [14], prioritized [15], spatial-group based
[16], non-Aloha based [17], and reliability guaranteed random
access [18]. As suggested by 3GPP, in ACB, UEs are grouped
in different predefined classes as per their QoS requirements.
Separate access class (AC) was proposed for M2M devices.
A variant of ACB is extended access barring (EAB), where
low priority devices are restricted from accessing the network
based on a bitmap [19]. Distributed Queueing (DQ) is another
access control scheme where colliding preambles are grouped,
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and a queue of M2M devices that choose preambles belonging
to the same group is formed for the subsequent preamble
transmission [20].

3GPP has suggested some standard configuration with a
set of allowed values for all the system parameters [12]. The
problem of choosing the optimum value of those parameters
in different scenarios remains an open area of research. A
dynamic ACB mechanism, namely D-ACB was proposed in
[2] for adaptive congestion control. It dynamically adjusted
the barring rate based on the arrival rate to maximize the
expected throughput. Modeling and analysis of random access
in LTE is hard because of its complex dynamics. Most of the
existing works consider the aggregated traffic at the eNB side
and ignore the node level analysis at each individual MTDs.
Among the first papers to consider node-centric analysis, the
work in [21] maximized stable throughput, and the authors in
[22] looked into access delay optimization.

While analyzing the random access in LTE or the access
control schemes the authors in [21]–[23] considered infinite
buffer capacity. This approach may not be realistic in resource-
constrained IoT devices [24]. Especially in massive IoT or
mMTC scenario, increasing the memory size in each node may
not be cost-efficient. In devices with limited buffer constraint,
ACB can cause long queues building up at the individual
nodes, which eventually may lead to buffer overflow. The
authors in [25] studied the problem of buffer overflow in
constrained IoT sensors, where buffer size of 256 bits was
considered. Performance of heterogeneous MTC was modeled
and analyzed in [26] where each MTD was considered to have
finite data buffer with queue size of five packets. The authors
also assumed the whole buffer to be cleared once the preamble
is successfully transmitted, because typical packets of MTC
are comparatively of smaller size (a few bytes).

There are some works in the nearly related prior art which
considered queueing; some of them considered finite buffer
[27], while the others assumed it to be infinite [28]. The au-
thors in [28] proposed queue-aware adaptation of transmission
probabilities for two-user and three-user slotted ALOHA net-
work. Analysis of queueing delay as well as characterization of
stable throughput region was performed, but not in the context
of LTE, and they did not consider ACB or any other congestion
control techniques. A downlink packet scheduling technique
with both channel and queue awareness was proposed for LTE
in [27], where probability of buffer overflow was considered
as a performance metric. The authors in [29], [30] considered
finite-sized queue and the issue of buffer overflow from device-
to-device communication perspective in cellular networks.

B. Motivation and key contributions

ACB helps in congestion control but in the process it
discards some of the packets without accounting for the device
level constraints. This leads to data queue build-up in some
of the MTC nodes. It may cause buffer overflow in storage-
constrained IoT devices, and consequently the incoming pack-
ets may be dropped when the data buffer is full. The situation
worsens as the number of devices contending increases in
massive IoT scenario.

In the 3GPP suggested algorithms like individual ACB [20],
[31] or EAB [19], or their modified versions, access class of
the MTC nodes are predefined and hard-coded in the SIM
or the device. D-ACB algorithm in [2] dynamically assigned
optimum barring rate so as to maximize throughput. However,
all these techniques looked at the aggregated traffic at the eNB
and assigned same barring rate to all M2M devices. A node-
centric approach was proposed in [21] targeting throughput
maximization in stable region. But they focused on the request
queue and ignored the data queue build-up at the MTC nodes.
Also, they considered an infinite buffer, which may not be
realistic in constrained IoT nodes.

In the existing ACB schemes, either the barring rate is fixed
throughout, or even if it is updated for different RAOs, it
is same for all M2M devices irrespective of their priorities.
Moreover, in all these works the access class is predefined
and hard-coded in the SIM card of the device. Our closer
look at the node level suggests that, different devices may
have different queue lengths at different RAOs. There might
be some devices at each RAO which are having queue lengths
close to their buffer limits, i.e., on the verge of buffer overflow.
Hence, to prevent these devices from dropping incoming
packets, they must be dynamically assigned higher priority
in ACB in the upcoming RAOs. Intuitively, a queue-aware
ACB algorithm which dynamically assigns priority classes to
MTC nodes based on the queue length at their data buffers
is expected to improve the overall system performance. The
major contributions of this work are listed below:

(i) A dynamic queue-aware priority access classification
(QPAC) based ACB algorithm is proposed for LTE
random access to curb access congestion in storage-
constrained massive IoT or mMTC scenario.

(ii) In the proposed QPAC algorithm, devices with a higher
queue size at their respective data buffers are given
higher priority in ACB, which is dynamically assigned
in each RAO. A parametric model is proposed to assign
barring rate that governs success probability in ACB to
different MTC devices according to their priority classes.

(iii) A node-centric study of LTE random access is performed
considering queue build-up at the data buffers of the
individual MTC devices with limited buffer capacity. To
the best of our knowledge there is no prior work in the
literature where random access with ACB was analyzed
in limited buffer scenario.

(iv) The proposed system is analytically modeled using a
two-dimensional Markov chain that keeps track of both
size of the data queue at each MTC node as well as its
status in random access contention. The key performance
indicators (KPIs) of the system are expressed in terms
of the steady-state probabilities of the Markov chain.

(v) Optimal values of the model parameters of the parametric
model in (ii) are obtained by maximizing the overall
system utility which comprises of the KPIs derived in
(iv).

(vi) Performance of the proposed QPAC-based ACB is eval-
uated through exhaustive simulation in terms of all the
KPIs. It is shown that compared to the nearest com-
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Figure 1: Random access with proposed QPAC based ACB in
LTE for M2M communication.

petitive D-ACB approach, QPAC is able to increase the
network throughput by up to 70%, while the access delay
and blocking probability are brought down by 40% and
26%, respectively.

C. Paper organization

The layout of the paper is as follows. In Section II, a
brief overview of the LTE random access protocol and the
proposed node-centric system model are presented. Section
III contains detailed analysis of the proposed QPAC technique
and the overall utility optimization of the proposed system
to find the optimal model parameters. Simulation results on
performance are discussed in Section IV, followed by the
concluding remarks in Section V.

II. SYSTEM MODEL

In this section, first, the standard contention based random
access in LTE is briefly described, followed by a discussion on
the requirement of congestion control. Subsequently, the node-
centric approach for performance optimization is explained.
The frequently used variables in the system model description
and in performance analysis and the corresponding symbols
are listed in Table II.

A. Contention-based random access in LTE

In contention-based random access, the active MTDs get
access to the eNB using orthogonal preambles [32]. There
are 64 preambles available to one eNB in each RAO of

trao duration. Among them 10 are reserved for contention-
free random access, remaining 54 preambles can be used for
contention-based random access. Before starting the random
access procedure, UEs obtain all the related basic configuration
parameters which are periodically broadcast by the eNB as
part of SystemInformationBlock-Type2 (SIB2) message [33].
In step 1 of contention based random access, each of the active
MTDs choose a preamble randomly and send it to the nearest
eNB. On receipt of the preamble, in step 2, the eNB sends
a random access response consisting of a temporary identifier
and time-frequency resource block. This resource is used for
sending radio resource control (RRC) connection request in the
next step, not for the actual data transmission. In step 3, MTD
transmits L2/L3 message (e.g., RRC connection request) to
eNB along with its identity. It may be noted that this message
is sent over the resource block that was allocated in step 2. In
the last step, i.e., step 4, eNB sends a contention resolution
message to all those MTDs which are successfully decoded.

In step 1, eNB cannot decode which device is asking
for which preamble as it does not know the device ID. As
the preambles have orthogonal structure, different MTD may
choose different preamble in same RAO without any issue. But
if multiple MTDs choose same preamble in a RAO, then all
of them are allocated same resource by eNB for transmitting
random access data in step 3, resulting in collision. We have
taken the assumptions mentioned above in the line of what
most of the other researchers in this field [34], [35] have
considered. As per the LTE standard, the collision detection
probability in the scenario where two devices transmit the
same preamble in the same RAO depends mostly on the
relative transmission delay between the colliding devices [36].
If the preambles are received at the eNB with very small
difference in time, the eNB is expected to decode them as
multipath components of the same preamble instead. If the
preamble transmission fails due to collision, the MTD waits for
a random back-off time tbo ∼ U(0, bi) where bi is a constant
called back-off indicator and can take any value between 0
and 960 ms, which is decided by eNB and broadcast through
SIB2 message at the beginning of each RAO.

B. Congestion control - ACB in mMTC

As the preambles are chosen randomly, there is a possibility
of multiple devices choosing same preamble in a RAO, result-
ing in collision. There is a need for efficient congestion control
mechanism in LTE random access, specifically in massive IoT
scenario, when large number of devices try to access the eNB
simultaneously. ACB based congestion control mechanism is
employed before the actual random access starts, in order to
limit the incoming traffic by restricting some of the active
devices from transmitting preamble. Each of the devices is
assigned a predefined access class (AC) which is stored in the
subscriber identity module (SIM/USIM) of the device. There
are total 16 access classes, AC0 to AC15, which might be
assigned to the devices based on their QoS requirement as
shown in Table I. It is considered in the existing works that the
MTDs can be classified as normal UE and hence be assigned
one of the classes among AC0 - AC9 [37].
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Table I: Standard access classes in ACB
AC Type
0− 9 Normal UE
10 Emergency Calls
11− 15 Higher priority Services (PLMN,Security,Public Utilities,Emergency, PLMN Staff)

Table II: Frequently used variables and the corresponding
symbols

Symbols Variables
trao Duration of each RAO
tacb Barring time
pacb Barring rate
tbo Back-off time
n Number of MTC devices
pλ Arrival rate
B Buffer limit
na Number of active devices
np Number of devices which pass ACB
pspt Probability of successful preamble transmission
Npr Number of preambles
bi Back-off indicator

There are two primary parameters in ACB: barring rate
pacb and barring time tacb, both of which are broadcast in the
SIB2 message. Each active device generates a uniform random
number and compares it to the barring rate pacb. If the random
number is less than pacb, then the device gets permission to
transmit preamble. Else, the device is barred and it has to wait
for a random period tbar which is calculated using tacb.

C. Node-centric approach in limited buffer scenario

Most of the existing works on random access or ACB look
at the aggregated arrival of devices at the eNB [2], [38]. In
those works uniform distribution (Traffic model 1) or beta
distribution (Traffic model 2) is considered to model activation
time of MTDs [12]. In this work we have considered Traffic
model 1, i.e., uniformly distributed activation time which is
equivalent to Poisson distributed arrival at the eNB. But to
look into the problem with focus on the queueing of packets
at the buffer of each of the MTDs, we need a node-centric
approach. In each of the MTC nodes, packets are assumed
to arrive following a Bernoulli trial with success probability
pλ ∈ {0, 1} in each slot [21]. When the n i.i.d. Bernoulli trials
in n different MTC nodes are combined at the eNB, it gives
rise to a Binomial distribution. This Binomial distribution is
approximated as Poisson for large n and small pλ s. The
problem we have at hand, can be looked at as a three stage
problem.

Stage 1 - Data Generation: At the buffer of each of the
n MTC nodes, packets are arriving and getting added to the
queue. With probability pλ a new packet gets added at the data
queue of each of the nodes. Let the maximum allowed buffer
size be B packets. The packets which find the buffer full on
arrival get dropped and do not come back. Hence,

Pr(packets being dropped due to buffer overflow)

= Pr(data queue size = B) (1)

Once a node has at least one packet in its data queue, it
participates in the random access contention in next RAO.

Stage 2 - Access request generation: In each RAO, each
of the active nodes, i.e., with non-empty data queue, generates
a corresponding access request. Let the number of active
nodes, i.e., the number of nodes participating in random access
contention, be denoted by na. From these na nodes, ACB
will allow some nodes and restrict others. At the beginning of
each RAO slot, each node knows its barring rate pacb (success
probability of ACB) and participates in the access contention
accordingly. Those devices which pass the ACB, go to the
next phase and transmit preamble. The MTC nodes which
pass the ACB ( np in number) move to the next stage i.e.,
preamble transmission. Remaining na − np devices which do
not pass, are barred for tbar period of time before they can
re-attempt preamble transmission. The devices which are in
barring period, are not considered as active.

Stage 3 - Preamble transmission: The np MTC nodes
which pass in ACB are granted permission to proceed further
in RA. Each of them chooses a random preamble and transmits
it to eNB. The number of preambles available to an eNB,
denoted by Npr, is limited. If np > Npr, some of the
devices which passed ACB, will still not get a preamble. Also,
as devices choose a preamble randomly, it is possible that
multiple nodes choose same preamble, which may lead to
collision. Probability of success in preamble transmission is
the probability that a device chooses a preamble that is not
chosen by any other device. Hence the success probability of
an MTD in a trial of preamble transmission is given by:

pspt =

Npr∑
v=1

Pr(the MTD choosing vth preamble).Pr(remaining

np − 1 MTDs choosing other than vth preamble)

=Npr ·
(

1

Npr

)(
1− 1

Npr

)np−1

=

(
1− 1

Npr

)np−1

(2)

It may be noted that, in case a node fails in preamble
transmission stage, it goes into back-off. In the back-off phase,
the node does not participate in contention, i.e., it is not
counted in active nodes. Although new packets can arrive
at nodes which are in back-off. Hence, it may be noted
that packet generation and random access contention are two
independent processes. On the backdrop of this system setting,
also shown pictorially in Fig. 1, we describe the proposed
algorithm in the next section.

III. PROPOSED QUEUE-AWARE PRIORITY ACCESS
CLASSIFICATION (QPAC)

The node-centric approach as explained in the previous
section gives a glimpse of data queue build-up at the buffer
of individual MTDs. In buffer constrained scenarios the status
of the queue becomes more critical, as once the buffer of a
node is full, it will start discarding any incoming packets. To
counter this we propose a QPAC based ACB algorithm which
is expected to be more effective in limited buffer scenarios.

A. Proposed modification for limited buffer scenarios
In buffer constrained scenario, those MTDs which have their

data buffer almost full, are in danger of their packets being
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Figure 2: State diagram of two-dimensional Markov chain at data queue of each MTC node.
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dropped due to buffer overflow in upcoming RAO slots. Hence,
to prevent packets being dropped due to buffer overflow,
devices with data queue size closer to the buffer limit should
be given more priority in ACB. Also, this priority should be
dynamically assigned as in different RAOs different devices
can be in danger of dropping packets.

In the proposed QPAC algorithm, first, different devices are
assigned different prioritized AC dynamically in each RAO.
A device with data queue size equal to q is assigned AC = q.
Subsequently, the barring rate pacb, which governs the success
probability of the MTD in ACB, is set. An MTD with longer
queue (higher value of q), is given a higher priority in ACB,
i.e., a higher value of pacb. Thus, to model the barring rate
pacb as a function of queue length q, we need a function which
is increasing in q, with values between 0 and 1. We propose
the following parametric model to assign pacb based on the
current queue size at the buffer of any MTC node:

pacb(q) = x1q
x2 + x3 (3)

This particular form of increasing function for the parametric
model in (3) is chosen by trial-and-error method.

The optimal values of the model parameters x1, x2, and x3

are obtained at the eNB by solving an optimization problem
to maximize the overall system utility as explained in Section
III-F. These optimal parameters are broadcast by eNB at
the beginning of each RAO as part of the SIB2 message.
Each active MTDs assign themselves an AC based on their
respective queue lengths and computes pacb using the AC
and the optimal parameters received from the eNB. Once this
AC assignment and pacb computation is done, standard ACB
mechanism follows. The flow of the proposed QPAC based
ACB technique is shown in Algorithm 1.

B. Analysis using two-dimensional Markov chain

To analyze the aforementioned system in node-centric ap-
proach, a two-dimensional Markov chain is used where the
first dimension refers to the size of the data queue, Q and
the second dimension refers to status of the access request
R of the MTD. Let us define the steady-state probabilities as
πq,r = Pr(Q = q,R = r). As LTE RA procedure is slotted
ALOHA based, discrete-time Markov chain (DTMC) is used
to model it, where time epoch is same as trao (in milliseconds).
It can also be noted that Bernoulli distribution is used to model
the discrete arrival process at each MTD.

Transition probabilities of the two dimensional Markov
chain are labeled in its state diagram in Fig. 2. The variate Q
can take values from the set SQ = {0, 1, 2, · · · , B − 1, B}.
The second variate R can take values from the set SR =
{S,A,N1, N2, · · · , NBL−1, · · · , NBH−1,W1,W2, · · · ,Wbi−1}.
R taking values N1 through NBH−1 indicate the MTD is in
barred state and the counter is at 1 through BH −1. Similarly,
R taking values W1 through Wbi−1 indicate the MTD is in
back-off state and the counter is at 1 through bi − 1.

At the beginning, when the data queue is empty, i.e., q = 0,
we consider the device to be in start or ’S’ state. As soon as a
packet arrives in the data buffer, we consider it to be in Active
or ’A’ state (unless it is in barring or back-off states). In states

Algorithm 1: Proposed QPAC based ACB

1 At the beginning of each RAO, eNB broadcasts barring
time tacb, back-off indicator bi, buffer limit B, and
the optimal set of model parameters x1, x2, x3 ;

2 for each RAO do
3 for each MTD do
4 if Queue length q < B then
5 New packet gets added to data queue

following Bernoulli (pλ);

6 else
7 Drop any incoming packet

8 Update the list of active MTDs;
9 for each active MTD do

10 Assign AC = q, ∀q ∈ {1, · · · , B} ;
11 An MTD in class q is assigned barring rate

pacb(q) = x1q
x2 + x3;

12 Generate random number ru ∼ U [0, 1);
13 if ru ⩽ pacb then
14 Transmit a randomly chosen preamble;
15 if preamble collides then
16 Wait for back-off period tbo ∼ U(0, bi) ;

17 else
18 Preamble transmission is successful;
19 All packets in the data queue are

transmitted and the buffer is cleared ;

20 else
21 Generate random number ru2 ∼ U [0, 1);
22 Wait for a period tbar = tacb(0.7 + 0.6ru2

);

(q, A)∀q ∈ SQ \{0}, the MTD is active and ready to take part
in ACB. If the device fails in ACB, it is barred for tbar =
tacb(0.7 + 0.6ru), where ru ∼ U(0, 1). Hence tbar can take
integer values between BL and BH , i.e., tbar ∼ U(BL, BH),

where, BL =

⌈
0.7

tacb
trao

⌉
and BH =

⌈
1.3

tacb
trao

⌉
. Therefore,

from state A, if it fails in ACB it can go to one of the barring
states between NBL−1 and NBH−1. Once it reaches one of
those states, it counts down to 1 and then in the next slot it
again becomes active and participates in ACB, hence goes to
state A.

Similarly when a device succeeds in ACB but fails in
preamble transmission stage, it goes to back-off for a random
number of slots. Back-off duration is random and can take any
value between 1 and bi−1. Once it reaches one of the back-off
states W1 through Wbi−1, it counts down till 1 and then in
the next slot becomes active, i.e., goes to state A. The devices
which fail in ACB or in preamble transmission stage, can
re-attempt after barring or back-off period. For mathematical
tractability it is assumed that there is no limit in number of
re-transmission attempts [21].

If a device succeeds in both ACB and preamble transmis-
sion, the device get serviced, i.e., it is allocated resource
block to transmit data. The probability of getting serviced
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successfully is given by pµ(q) = pacb(q) ·pspt. Usually in IoT
applications, data packets are small in size and one resource
block is expected to be enough to transmit all packets in the
buffer [21]. We assume that once the preamble transmission
is successful, all the packets in the buffer get delivered and
the data queue is cleared.

The number of active devices in a RAO is given by,

na = n

B∑
q=1

πq,A. (4)

In the proposed QPAC scheme, each device has different
barring rate pacb(q) based on its data queue size q. It may
be noted that, while assigning priority, it is not directly
taken into consideration whether the packets in the buffer
are newly arrived or they are backlogs from previous RAOs.
So the average barring rate of all devices is computed as,
p̄ =

∑B
q=1 πq,A · pacb(q). Hence, the number of MTDs which

pass the ACB stage is given by:

np = na · p̄ = na

B∑
q=1

πq,A · pacb(q). (5)

When a device has no packet in its queue its state is
identified by the tuple (0, S). Only the devices with non-empty
data queue take part in ACB or random access contention.
Hence, the steady-state probability is

π0,r = Pr(Q = 0, R = r) = 0 ∀r ∈ SR \ {S}. (6)

As shown in Fig. 2, the non-zero transition probabilities are
expressed and explained in detail in Appendix A.

C. Steady-state probabilities

The detailed balance equations hold for all pairs of adjacent
states. Thus, from the state diagram of the two-dimensional
Markov chain in Fig. 2,

πq,r =
∑

m∈SQ,n∈SR

p(m,n),(q,r)πm,n

=
∑

m∈SQ,n∈SR

Pr(q, r|m,n)πm,n. (7)

Therefore, using the transition probabilities as shown in the
Section III-F, the relation between the steady-state probabili-
ties can be obtained.

Lemma 1. The steady-state probabilities πq,r ∀q ∈
SQ \ {0}, r ∈ SR \ {A} can be expressed in terms of πq,A.

States (q,N1) to (q,NBL−2):

πq,NBL−1−k
=

min(q−1,k)∑
j=0

(
k

j

)
pjλ(1− pλ)

k−jπq−j,NBL−1

∀q ∈ {1, · · · , B − 1},∀k ∈ {1, · · · , BL − 2}
πB,NBL−1−k

= πB,NBL−1
+ pλπB−1,NBL−1

+

pλ

k−1∑
w=1

πB−1,NBL−1−w
∀k ∈ {1, · · · , BL − 2}.

(8)

States (q,NBL−1) to (q,NBH−1):

πq,NBH−1−k
=

q−1∑
j=0

k∑
l=j

(
l

j

)
pjλ(1− pλ)

l−jπq−j,NBH−1

∀q ∈ {1, · · · , B − 1},∀k ∈ {1, · · · , BH −BL}
πB,NBH−1−k

= (k + 1)πB,NBH−1
+ pλπB−1,NBH−1

+

pλ

k−1∑
w=1

πB−1,NBH−1−w
,∀k ∈ {1, · · · , BH −BL}. (9)

States (q,W1) to (q,Wbi−2):

πq,Wbi−1−k
=

q−1∑
j=0

k∑
l=j

(
l

j

)
(pλ)

j(1− pλ)
l−jπq−j,Wbi

∀q ∈ {1, · · · , B − 1},∀k ∈ {1, · · · , bi − 2}
πB,Wbi−1−k

= (k + 1)πB,Wbi−1
+ pλπB−1,Wbi−1

+

pλ

k−1∑
w=1

πB−1,Wbi−1−w
∀k ∈ {1, · · · , bi − 2}. (10)

States (q,Wbi−1):

π1,Wbi−1
= pacb(1)P

bo(1− pλ)π1,A

π2,Wbi−1
= pacb(2)P

bo(1− pλ)π2,A + pacb(1)P
bopλπ1,A

...

πB,Wbi−1
= pacb(B)PboπB,A + pacb(B − 1)PbopλπB−1,A.

(11)

States (q,NBH−1):

π1,NBH−1
= Pbarr(1)(1− pλ)π1,A

π2,NBH−1
= Pbarr(2)(1− pλ)π2,A +Pbarr(1)pλπ1,A

...

πB,NBH−1
= Pbarr(B)πB,A +Pbarr(B − 1)pλπB−1,A.

(12)

Proof. See Appendix B

Lemma 2. The steady-state probabilities πq,A ∀q ∈ SQ can
be computed recursively using the following set of equations:

πB,A =
πB,N1

+ pλπB−1,N1
+ πB,W1

+ pλπB−1,W1

1− pacb(B)Pbo
+

pλpacb(B − 1)PboπB−1,A

1− pacb(B)Pbo
(13)

πq,A =
(1− pλ)πq,N1

+ pλπq−1,N1
+ (1− pλ)πq,W1

1− pacb(q)Pbo(1− pλ)
+

pλπq−1,W1 + pλpacb(q − 1)Pboπq−1,A

1− pacb(q)Pbo(1− pλ)
,

∀q ∈ {2, · · · , B − 1} (14)
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π1,A =
(1− pλ)π1,N1 + (1− pλ)π1,W1 +

∑B
q=2 pµ(q)πq,A

(1− pµ(1)− pacb(1)Pbo(1− pλ))
(15)

π0,S =
1− pλ
pλ

B∑
q=1

pµ(q)πq,A. (16)

Proof. See Appendix C

Lemma 1 and Lemma 2 are used to represent all the steady-
state probabilities in terms of πq,A∀q ∈ SQ. Subsequently, in
(17) summation of all the steady-state probabilities, in terms
of πq,A∀q ∈ SQ is equated to 1.∑

q∈SQ

∑
r∈SR

πq,r = 1. (17)

The solution to the above system of equations is obtained
by formulating a nonlinear least squares problem. Levenberg-
Marquardt algorithm [39] is used to solve this problem and
get the steady-state probabilities of all the states of the two
dimensional Markov chain. It may be noted that as a part of
this optimization to solve for the steady state probabilities, the
system inherently solves for na and estimates the number of
active devices in the current RAO. The expressions derived
in this sub-section will be used next, to design QoS factors.

D. Key performance indicators

In this section the steady-state probabilities of the node level
data queues obtained in Section III-C will be used to model
the KPIs of the system: throughput, blocking probability and
access delay.

1) Blocking probability: New packets arriving at the MTC
nodes are dropped when the number of packets in the data
queue of the node equals the buffer size. Therefore, the
blocking probability, i.e., probability that an incoming data
packet in the queue of an MTD is dropped because of buffer
overflow, is evaluated as:

PB =
∑
r∈SR

πB,r. (18)

Therefore, the effective arrival rate, i.e., the probability of
packets coming into the system is given by: Λ = pλ ·(1−PB).

2) Throughput: The MTC nodes participating in the ran-
dom access are considered to be served when they succeed
in the ACB and successfully transmit preamble. Hence the
steady-state probability of successful transmission of access
requests, is given by:

Rsucc = pspt · p̄ = pspt

B∑
q=1

pacb(q)πq,A. (19)

Now, as per our assumption, whenever the access request
of an MTD is successful, i.e., its preamble is successfully
transmitted, all the packets in its queue are transmitted. If an
MTD has q packets in its data queue, then its probability of
being active is πq,A. The probability of access request of an
active device with q packets in queue getting serviced is given

by pµ(q). Therefore the network throughput, i.e., the fraction
of packets successfully delivered is given by:

T =
number of packets successfully delivered

number of packets arrived

=
n
∑B

q=1 q · pµ(q)πq,A

n · Λ

=
·pspt

∑B
q=1 q · pacb(q)πq,A

pλ(1− PB)
. (20)

3) Access delay: The total access delay is sum of two
components: waiting time and service time. Waiting time is
referred to as the time spent by a packet in the data queue,
after its arrival till the time it gets an opportunity to take
part in the ACB. This duration includes the time it spends
in either of the barring or back-off states. Once it becomes
active device and takes part in ACB, it’s considered to be
in service. Service time includes the delay due to ACB and
preamble transmission. Expected access delay is expressed as
using Little’s theorem as:

E[D] =
E[N]
Λ

(21)

where E[N] expected number of packets in the system (in
queue or in service). The reason behind this is, when the buffer
of the MTD is full, it blocks any further packet into the data
queue. The expected number of packets in the system can be
computed using the steady-state probabilities as:

E[N] =
B∑

q=1

q · πq (22)

where πq is the steady-state probability that there are q
packets in the data buffer of the MTD, given by: πq =∑
r∈SR

πq,r ∀q ∈ SQ.

E. Optimal model parameters

To achieve optimum performance, the QPAC algorithm has
to use optimal set of model parameters x̄ = {x1, x2, x3}.
The optimum values of the parameters can be obtained by
maximizing the system utility. The optimization problem for-
mulated to maximize the system utility is:

min
x̄

f0 = −T

s.t. : (i) 0 ⩽ x1q
x2 + x3 ⩽ 1, and

(ii) x1x2 ⩾ 0 (23)

The target of the objective function f0 in the aforementioned
optimization problem is to maximize the network throughput.
The first set of constraints makes sure pacb(q) ∀q ∈ SQ\{0}
lies within 0 and 1 because it is a probability value. The second
constraint makes sure that pacb(q) is increasing in q, such
that an MTD with higher q has higher success probability in
ACB. The constrained nonlinear optimization problem in (23)
is solved using interior point method [40]. The steps taken in
the optimization framework is explained in Algorithm 2.
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Algorithm 2: Optimization framework

1 Recursively compute expressions of steady state
probabilities πq,A as per Lemma 2 ;

2 Recursively compute expressions of all the steady state
probabilities πq,r in terms of πq,A as per Lemma 1 ;

3 for each iteration of interior-point method do
4 Substitute value of x1, x2, x3 in expressions

computed in Step 1 and Step 2
5 Solve (23) to get steady state probabilities πq,A

using Levenberg-Marquardt algorithm, starting
with initial values of all zeros ;

6 Get steady state probabilities of all the states πq,r

using πq,A as per Lemma 1
7 Compute the value of the objective function f0 in

the optimization problem in (29) ;

F. Analysis using two-dimensional Markov chain

The expressions derived in this section will be used in
Section IV to evaluate performance of the proposed algorithm.

IV. PERFORMANCE EVALUATION

In this section we evaluate the performance of the proposed
QPAC based ACB in terms of the KPIs: throughput, blocking
probability, and access delay, as defined in Section III-D.
The performance of QPAC algorithm in terms of the above-
mentioned KPIs is evaluated and compared with the nearest
competitive D-ACB scheme [2]. We have considered that
the RAO occurs in every 5 sub-frames, i.e. trao = 5 ms
and barring time is considered to be tacb = 500 ms. The
performance is evaluated for varying buffer limit B ranging
from 2 to 10. Also, to test the scale-ability of the proposed
technique, it is tested for varied arrival rates starting from 0.01
to as high as 0.3. Moreover, three different values of number of
available preambles, i.e., Npr = 20, 30, 40 is considered. The
total number of MTC devices is considered to be n = 1000.

A. Varying arrival rate

In Figs. 3a, 3b, and 3c, system throughput, blocking prob-
ability, and mean access delay are shown for different arrival
rates with buffer limit B = 10, tacb = 500 ms, Npr = 40, and
n = 1000. The analytical and the simulation results are found
to have a good match.

The network throughput decreases as the arrival rate is
increased, while access delay increases, which is intuitive.
As expected, blocking probability of the system increases
at the higher arrival rates. With more number of packets
getting generated in each MTC node, buffers are filled up and
incoming packets are dropped due to buffer overflow. Also,
the blocking probability is lower in case of QPAC based ACB
compared to D-ACB [2]. The improvement in performance
is more prominent at higher arrival rates. Introduction of
QPAC results in up to 40% increase in the system throughput
compared to the D-ACB, while access delay also is reduced
by up to 30%. At lower arrival rates, number of active devices
is low and there is no scarcity of preambles. Hence QPAC or

D-ACB does not have much impact on the system and the
plots corresponding to all the KPIs converge.

B. Varying buffer limit

Performance comparison of the proposed QPAC based ACB
with D-ACB for varying buffer size is shown in Figs. 4a,
4b, and 4c in terms of throughput, blocking probability, and
access delay, respectively. It can be clearly seen from Fig.
4a that as buffer size B is increased from 1 to 10, QPAC
offers a higher throughput gain compared to D-ACB. Fig.
4b and Fig. 4c show that, in all cases blocking probability
and delay are reduced by QPAC; the amount of reduction is
higher for higher values of B. At very small buffer size, e.g.
with B = 1, when there is no much room for improvement,
performance of D-ACB and QPAC are comparable. However,
as B is increased from 2 to 10, QPAC based ACB leads to
14% to 40% higher network throughput compared to D-ACB.
Further, compared to D-ACB, introduction of QPAC results
in reduced blocking probability and mean access delay by
28% and 30% respectively. Thus, QPAC leads to significant
performance improvement in ACB, in terms of all the KPIs
and the advantage of QPAC is more visible when buffer limit
is comparatively higher.

C. Varying number of available preambles

In LTE random access, total 64 preambles are available to
each eNB, out of which 54 can be used for contention based
RA. These preambles are to be shared among M2M and H2H
devices and this distribution is up to the network designer.
Therefore, we intend to study how the performance of the
QPAC based ACB varies with different number of available
preambles for M2M communication.

In Figs. 5, 6, and 7, performance comparison of QPAC based
ACB and D-ACB are shown for different number of available
preambles for MTDs, in terms of throughput, blocking prob-
ability, and mean access delay, respectively. Effect of varying
number of available preambles from 20 to 40 is shown in
Figs. 5a, 5b, and 5c for arrival rate pλ = 0.05, 0.10, and 0.15,
respectively. It is clearly visible in the plots that QPAC leads to
even higher throughput when lower number of random access
resources are available. When arrival rate is higher (pλ = 0.15)
and number of available preambles is low (Npr = 20), QPAC
offers 70% increase in network throughput compared to D-
ACB. Further, blocking probability and mean access delay are
also reduced by 26% and 40% in case of QPAC compared to
D-ACB, as shown in Figs. 6 and 7, respectively.

V. CONCLUSION

In this paper we have proposed a queue-aware dynamic
access classification (QPAC) based ACB scheme for access
congestion in buffer constrained massive IoT scenario. The
proposed QPAC algorithm dynamically assigns access classes
to MTDs based on the current length of its data queue and
gives higher priority to those devices which are on the verge
of dropping packets due to buffer overflow. A two-dimensional
Markov chain has been developed for analysis of the proposed
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(a) Throughput (b) Blocking probability (c) Mean access delay

Figure 3: Performance comparison for different arrival rates; B = 10, tacb = 500, Npr = 40, n = 1000.

(a) Throughput

(b) Blocking probability

(c) Mean access delay

Figure 4: KPIs for different buffer limit B; pλ = 0.15, tacb =
500, Npr = 40, n = 1000.

scheme and the performance metrics are expressed in terms of
the steady-state probabilities. Optimal values of model param-
eters have been found by forming an optimization problem that
maximizes the overall system utility including both throughput
and blocking probability. Performance of the proposed QPAC
based ACB scheme has been evaluated and compared with
nearest competitive D-ACB algorithm in terms of different
KPIs for varying arrival rates, buffer limits, and number of

available preambles. It has been shown that QPAC improves
the network throughput performance by 70% compared to D-
ACB, while the blocking probability and mean access delay
are also lowered by 26% and 40%, respectively. For the sake
of mathematical tractability we have considered homogeneous
scenario, i.e., same buffer limit B and arrival rate pλ at all
the MTC nodes. In our future works we would like to look
into more complex heterogeneous scenario with diverse QoS
requirements.

APPENDIX A
STATE-TRANSITIONS OF 2D MARKOV CHAIN

New packets arrive following Bernoulli (pλ) distribution.
So, with probability pλ the device gets a transition to (1, A)
state and with the leftover probability 1− pλ it remains in the
same state, i.e.,

Pr(1, A|0, S) = pλ and,Pr(0, S|0, S) = 1− pλ. (A.1)

When a device is in active state A, it participates in ACB.
If it fails, it goes to one of the barring states. The device goes
from state (q, A) to state (q, r) if there is no new arrival, and
to state (q + 1, r) if there is a new arrival. Hence,

Pr(q, r|q, A) = (1− pλ)P
barr(q) and

Pr(q + 1, r|q, A) = pλP
barr(q), ∀q ∈ SQ \ {0, B}

Pr(B, r|B,A) = Pbarr(B), ∀r ∈ {NBL−1, · · · , NBH−1}

where Pbarr(q) =
1− pacb(q)

BH −BL + 1
. (A.2)

If a device passes the ACB stage but encounters collision
in preamble transmission stage, it goes to one of the back-off
states. Therefore,

Pr(q, r|q,A) = pacb(q) ·Pbo(1− pλ) and

Pr(q + 1, r|q, A) = pacb(q) ·Pbopλ, ∀q ∈ SQ \ {0, B}
Pr(B, r|B,A) = pacb(B) ·Pbo, ∀r ∈ {A,W1, · · · ,Wbi−1}

where Pbo =
1− pspt

bi
. (A.3)

While in one of the barring states Nk, a devices counts down
till N1 and then in the next RAO it becomes active again i.e.,
its status becomes A.

Pr(q,Nk−1|q,Nk) = 1− pλ and, Pr(q + 1, Nk−1|q,Nk) = pλ,

∀q ∈ SQ \ {0, B}, k ∈ {2, · · · , BH − 1}
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(a) pλ = 0.05 (b) pλ = 0.10 (c) pλ = 0.15

Figure 5: Throughput variation with different number of preambles Npr; B = 10, tacb = 500 ms, n = 1000.

(a) pλ = 0.05 (b) pλ = 0.10 (c) pλ = 0.15

Figure 6: Blocking probability variation with different number of preambles Npr; B = 10, tacb = 500 ms, n = 1000.

(a) pλ = 0.05 (b) pλ = 0.10 (c) pλ = 0.15

Figure 7: Mean access delay variation with different number of preambles Npr; B = 10, tacb = 500 ms, n = 1000.

Pr(q, A|q,N1) = 1− pλ and, Pr(q + 1, A|q,N1) = pλ,

∀q ∈ SQ \ {0, B}
Pr(B,A|B,N1) = 1 and, Pr(B,Nk−1|B,Nk) = 1,

∀k ∈ {2, · · · , BH − 1}. (A.4)

In one of the back-off states Wk a devices counts down till
W1 and then in the next step its status becomes A again.

Pr(q,Wk−1|q,Wk) = 1− pλ,Pr(q + 1,Wk−1|q,Wk) = pλ,

∀q ∈ SQ \ {0}, k ∈ {2, · · · , bi − 1}
Pr(q, A|q,W1) = 1− pλ and, Pr(q + 1, A|q,W1) = pλ,

∀q ∈ SQ \ {0}
Pr(B,A|B,W1) = 1 and, Pr(B,Wk−1|B,Wk) = 1,

∀k ∈ {2, · · · , bi − 1}. (A.5)

From active state A, if an MTD succeeds in ACB and
subsequently transmits a preamble successfully, it gets access

to the eNB and clears the buffer to send all the packets.
Therefore,

Pr(0, S|q, A) = pµ(q), ∀q ∈ SQ \ {0} (A.6)

where the probability of getting serviced successfully is given
by pµ(q) = pacb(q) · pspt.

APPENDIX B
PROOF OF LEMMA 1

From the state diagram in Fig. 2 and the transition probabil-
ities, the steady-state probabilities πq,r are derived as follows:

A. Steady-state probabilities πq,N1
to πq,NBL−2

in terms of
πq,NBL−1

1) From state (1, N1) to state (1, NBL−2):

π1,NBL−2
=

∑
m∈SQ,n∈SR

Pr(1, NBL−2|m,n)πm,n

= Pr(1, NBL−2|1, NBL−1)π1,NBL−1
= (1− pλ)π1,NBL−1

.
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Likewise, π1,NBL−3
= Pr(1, NBL−3|1, NBL−2)π1,NBL−2

= (1− pλ)π1,NBL−2
= (1− pλ)

2π1,NBL−1
.

Generalizing, π1,NBL−1−k
=(1− pλ)

kπ1,NBL−1

∀k ∈ {1, · · · , BL − 2}. (B.1)

2) From state (2, N1) to state (2, NBL−2): Here we have,

π2,NBL−2
=Pr(2, NBL−2|2, NBL−1)π2,NBL−1

+ Pr(2, NBL−2|1, NBL−1)π1,NBL−1

=(1− pλ)π2,NBL−1
+ pλπ1,NBL−1

.

π2,NBL−3
=(1− pλ)π2,NBL−2

+ pλπ1,NBL−2

=(1− pλ)
2π2,NBL−1

+ 2pλ(1− pλ)π1,NBL−1
.

π2,NBL−4
=(1− pλ)π2,NBL−3

+ pλπ1,NBL−3

=(1− pλ)
3π2,NBL−1

+ 3pλ(1− pλ)
2π1,NBL−1

.

Thus π2,NBL−1−k
can be generalized as,

π2,NBL−1−k
= (1− pλ)

kπ2,NBL−1
+ k · pλ(1− pλ)

k−1π1,NBL−1
.

(B.2)

3) From state (3, N1) to state (3, NBL−2):

We have, π3,NBL−2
= Pr(3, NBL−2|3, NBL−1)π3,NBL−1

+ Pr(3, NBL−2|2, NBL−1)π2,NBL−1

= (1− pλ)π3,NBL−1
+ pλπ2,NBL−1

.

Likewise,

π3,NBL−3
= (1− pλ)π3,NBL−2

+ pλπ2,NBL−2

= (1− pλ)
2π3,NBL−1

+ 2pλ(1− pλ)π2,NBL−1

+ (pλ)
2π1,NBL−1

.

π3,NBL−4
= (1− pλ)π3,NBL−3

+ pλπ2,NBL−3

= (1− pλ)
3π3,NBL−1

+ 3pλ(1− pλ)
2π2,NBL−1

+ 3(1− pλ)p
2
λπ1,NBL−1

.

π3,NBL−5
= (1− pλ)π3,NBL−4

+ pλπ2,NBL−4

= (1− pλ)
4π3,NBL−1

+ 4pλ(1− pλ)
3π2,NBL−1

+ 6(1− pλ)
2(pλ)

2π1,NBL−1
.

Following up, π3,NBL−1−k
can be generalized as:

π3,NBL−k
=(1− pλ)

kπ3,NBL
+ k · pλ(1− pλ)

k−1π2,NBL

+
k(k − 1)

2
(pλ)

2(1− pλ)
k−2π1,NBL

. (B.3)

4) From state (4, N1) to state (4, NBL−2):

π4,NBL−2
= Pr(4, NBL−2|4, NBL−1)π4,NBL−1

+ Pr(4, NBL−2|3, NBL−1)π3,NBL−1

= (1− pλ)π4,NBL−1
+ pλπ3,NBL−1

.

Next,

π4,NBL−3
= (1− pλ)π4,NBL−2

+ pλπ3,NBL−2

= (1− pλ)
2π4,NBL−1

+ 2pλ(1− pλ)π3,NBL−1

+ p2λπ2,NBL−1
.

π4,NBL−4
= (1− pλ)π4,NBL−3

+ pλπ3,NBL−3

= (1− pλ)
3π4,NBL−1

+ 3pλ(1− pλ)
2π3,NBL−1

+ 3p2λ(1− pλ)π2,NBL−1
+ p3λπ1,NBL−1

π4,NBL−5
= (1− pλ)π4,NBL−4

+ pλπ3,NBL−4

= (1− pλ)
4π4,NBL−1

+ 4pλ(1− pλ)
3π3,NBL−1

+ 6p2λ(1− pλ)
2π2,NBL−1

+ 4p3λ(1− pλ)π1,NBL−1
.

π4,NBL−6
= (1− pλ)π4,NBL−5

+ pλπ3,NBL−5

= (1− pλ)
5π4,NBL−1

+ 5pλ(1− pλ)
4π3,NBL−1

+

10p2λ(1− pλ)
3π2,NBL−1

+ 10p3λ(1− pλ)
2π1,NBL−1

.

Thus, π4,NBL−1−k
can be generalized as:

π4,NBL−1−k
=(1− pλ)

kπ4,NBL−1
+ k · pλ(1− pλ)

k−1π3,NBL−1

+
k(k − 1)

2
p2λ(1− pλ)

k−2π2,NBL−1

+
k(k − 1)(k − 2)

2.3
p3λ(1− pλ)

k−3π1,NBL−1
.

(B.4)

Hence from (B.1), (B.2), (B.3) and (B.4), πq,NBL−1−k
can

be obtained as:

πq,NBL−1−k
=

q−1∑
j=0

(
k

j

)
(pλ)

j(1− pλ)
k−jπq−j,NBL−1

∀q ∈ {1, · · · , B − 1} and ∀k ∈ {1, · · · , BL − 2}.
(B.5)

5) From state (B,N1) to state (B,NBL
):

In this case,

πB,NBL−2
= πB,NBL−1

+ pλπB−1,NBL−1

πB,NBL−3
= πB,NBL−2

+ pλπB−1,NBL−2

= πB,NBL−1
+ pλπB−1,NBL−1

+ pλπB−1,NBL−2

πB,NBL−4
= πB,NBL−3

+ pλπB−1,NBL−3
= πB,NBL−1

+

pλπB−1,NBL−1
+ pλπB−1,NBL−2

+ pλπB−1,NBL−3

πB,NBL−5
= πB,NBL−4

+ pλπB−1,NBL−4
= πB,NBL−1

+

pλπB−1,NBL−1
+ pλ

k−1∑
j=1

πB−1,NBL−1−j
.

By generalizing,

πB,NBL−1−k
= πB,NBL−1

+ pλπB−1,NBL−1
+

pλ

k−1∑
w=1

πB−1,NBL−1−w
∀k ∈ {1, · · · , BL − 2}

(B.6)

B. Steady-state probabilities πq,NBL−1
to πq,NBH−1

1) From state (1, NBL−1) to state (1, NBH−1):

π1,NBH−1
= Pr(1, NBH−1|1, A)π1,A = Pbarr(1)(1− pλ)π1,A.

Likewise,

π1,NBH−2
= Pbarr(1)(1− pλ)π1,A + (1− pλ)π1,NBH−1

= (1 + (1− pλ))π1,NBH−1
.

π1,NBH−3
= Pbarr(1)(1− pλ)π1,A + (1− pλ)π1,NBH−2
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= [1 + (1− pλ) + (1− pλ)
2]π1,NBH−1

.

In general, π1,NBH−1−k
=

k∑
j=0

(1− pλ)
jπ1,NBH−1

,

∀k ∈ {1, · · · , BH −BL} (B.7)

2) From state (2, NBL−1) to state (2, NBH−1):
Now,

π2,NBH−1
= Pr(2, NBH−1|2, A)π2,A + Pr(2, NBH−1|1, A)π1,A

= Pbarr(2)(1− pλ)π2,A +Pbarr(1)pλπ1,A.

π2,NBH−2
= Pbarr(2)(1− pλ)π2,A +Pbarr(1)pλπ1,A

+ (1− pλ)π2,NBH−1
+ pλπ1,NBH−1

= π2,NBH−1
+ (1− pλ)π2,NBH−1

+ pλπ1,NBH−1

= (1 + (1− pλ))π2,NBH−1
+ pλπ1,NBH−1

.

π2,NBH−3
= Pbarr(2)(1− pλ)π2,A +Pbarr(1)pλπ1,A+

(1− pλ)π2,NBH−1
+ pλπ1,NBH−1

= π2,NBH−1
+ (1− pλ)(1 + (1− pλ))π2,NBH−1

+

pλ(1− pλ)π1,NBH−1
+ pλ(1 + (1− pλ))π1,NBH−1

= (1 + (1− pλ) + (1− pλ)
2)π2,NBH−1

+

pλ(1 + 2(1− pλ))π1,NBH−1

π2,NBH−4
= Pbarr(2)(1− pλ)π2,A +Pbarr(1)pλπ1,A+

(1− pλ)π2,NBH−3
+ pλπ1,NBH−3

=
[
1 + (1− pλ) + (1− pλ)

2 + (1− pλ)
3
]
π2,NBH−1

+ pλ
[
1 + 2(1− pλ) + 3(1− pλ)

2
]
π1,NBH−1

.

Generalizing, π2,NBH−1−k
=

k∑
j=0

(1− pλ)
kπ2,NBH−1

+

pλ

k∑
j=1

j(1− pλ)
j−1π1,NBH−1

.

(B.8)

3) From state (3, NBL−1) to state (3, NBH−1):

π3,NBH−1
= Pbarr(1− pλ)π3,A +Pbarrpλπ2,A.

π3,NBH−2
= Pbarr(1− pλ)π3,A +Pbarrpλπ2,A

+ (1− pλ)π3,NBH−1
+ pλπ2,NBH−1

= (1 + (1− pλ))π3,NBH−1
+ pλπ2,NBH−1

.

π3,NBH−3
= Pbarr(1− pλ)π3,A +Pbarrpλπ2,A+

(1− pλ)π3,NBH−2
+ pλπ2,NBH−2

= (1 + (1− pλ) + (1− pλ)
2)π3,NBH−1

+

pλ(1 + 2(1− pλ))π2,NBH−1
+ (pλ)

2π1,NBH−1
.

π3,NBH−4
= Pbarr(1− pλ)π3,A +Pbarrpλπ2,A+

(1− pλ)π3,NBH−3
+ pλπ2,NBH−3

=
[
1 + (1− pλ) + (1− pλ)

2 + (1− pλ)
3
]
π3,NBH−1

+

pλ

[
1 + 2(1− pλ) + 3(1− pλ)

2
]
π2,NBH−1

+

p2λ(1 + 3(1− pλ))π1,NBH−1
.

π3,NBH−5
= Pbarr(1− pλ)π3,A +Pbarrpλπ2,A+

(1− pλ)π3,NBH−4
+ pλπ2,NBH−4

=
[
1 + (1− pλ) + (1− pλ)

2 + (1− pλ)
3 + (1− pλ)

4
]

π3,NBH−1
+ pλ

[
1 + 2(1− pλ) + 3(1− pλ)

2 + 4(1− pλ)
3
]

π2,NBH−1
+ p2λ

[
1 + 3(1− pλ) + 6(1− pλ)

2
]
π1,NBH−1

.

So π3,NBH−1−k
can be generalized as,

π3,NBH−1−k
=

k∑
j=0

(1− pλ)
jπ3,NBH−1

+ pλ

k∑
j=1

j(1− pλ)
j−1

π2,NBH−1
+ p2λ

k∑
j=1

j(j − 1)

2
(1− pλ)

j−2π1,NBH−1

∀k ∈ {1, · · ·BH −BL} (B.9)

Finally, from (B.7), (B.8), and (B.9) a clear pattern is
visible, and hence πq,NBH−1−k

is generalized as:

πq,NBH−1−k
=

q−1∑
j=0

k∑
l=j

(
l

j

)
(pλ)

j(1− pλ)
l−jπq−j,NBH−1

,

∀q ∈ {1, · · · , B − 1},∀k ∈ {1, · · · , BH −BL}
(B.10)

4) From state (B,NBL−1) to state (B,NBH−1):

πB,NBH−1
=Pbarr(B)πB,A +Pbarr(B − 1)pλπB−1,A

πB,NBH−2
=Pbarr(B)πB,A +Pbarr(B − 1)pλπB−1,A+

πB,NBH−1
+ pλπB−1,NBH−1

=2πB,NBH−1
+ pλπB−1,NBH−1

πB,NBH−3
=Pbarr(B)πB,A +Pbarr(B − 1)pλπB−1,A+

πB,NBH−2
+ pλπB−1,NBH−2

=πB,NBH−1
+ πB,NBH−2

+ pλπB−1,NBH−2

=3πB,NBH−1
+ pλπB−1,NBH−1

+ pλπB−1,NBH−2

πB,NBH−4
=Pbarr(B)πB,A +Pbarr(B − 1)pλπB−1,A+

πB,NBH−3
+ pλπB−1,NBH−3

=4πB,NBH−1
+ pλπB−1,NBH−1

+ pλπB−1,NBH−2

+ pλπB−1,NBH−3
(B.11)

Generalizing, πB,NBH−1−k
can be expressed as,

πB,NBH−1−k
= (k + 1)πB,NBH−1

+ pλπB−1,NBH−1
+

pλ

k−1∑
w=1

πB−1,NBH−1−w
∀k ∈ {1, · · · , BH −BL}

(B.12)

C. Steady-state probabilities πq,W1
to πq,Wbi−2

1) From state (1,W1) to state (1,Wbi−2):

π1,Wbi−1
= pacb(1)P

bo(1− pλ)π1,A

π1,Wbi−2
= pacb(1)P

bo(1− pλ)π1,A + (1− pλ)π1,Wbi−1
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= (1 + (1− pλ))π1,Wbi−1

π1,Wbi−3
= pacb(1)P

bo(1− pλ)π1,A + (1− pλ)π1,Wbi−2

= [1 + (1− pλ) + (1− pλ)
2]π1,Wbi−1

To generalize, π1,Wbi−1−k
=

k∑
j=0

(1− pλ)
jπ1,Wbi−1

∀k ∈ {1 · · · bi − 2} (B.13)

2) From state (2,W1) to state (2,Wbi−2):

π2,Wbi−1
= pacb(2)P

bo(1− pλ)π2,A + pacb(1)P
bopλπ1,A

π2,Wbi−2
= pacb(2)P

bo(1− pλ)π2,A + pacb(1)P
bopλπ1,A+

(1− pλ)π2,Wbi−1
+ pλπ1,Wbi−1

= (1 + (1− pλ))π2,Wbi−1
+ pλπ1,Wbi−1

π2,Wbi−3
= pacb(2)P

bo(1− pλ)π2,A + pacb(1)P
bopλπ1,A+

(1− pλ)π2,Wbi−2
+ pλπ1,Wbi−2

= [1 + (1− pλ) + (1− pλ)
2]π2,Wbi−1

+

pλ(1 + 2(1− pλ))π1,Wbi−1

Thus, π2,Wbi−1−k
can be generalized as,

π2,Wbi−1−k
=

k∑
j=0

(1− pλ)
jπ2,Wbi−1

+

pλ

k∑
j=1

j(1− pλ)
j−1π1,Wbi−1

(B.14)

3) From state (3,W1) to state (3,Wbi−2): Now,

π3,Wbi−1
= pacb(3)P

bo(1− pλ)π3,A + pacb(2)P
bopλπ2,A

π3,Wbi−2
= pacb(3)P

bo(1− pλ)π3,A + pacb(2)P
bopλπ2,A

+ (1− pλ)π3,Wbi−1
+ pλπ2,Wbi−1

= (1 + (1− pλ))π3,Wbi−1
+ pλπ2,Wbi−1

π3,Wbi−3
= pacb(3)P

bo(1− pλ)π3,A + pacb(2)P
bopλπ2,A

+ (1− pλ)π3,Wbi−2
+ pλπ2,Wbi−2

= (1 + (1− pλ) + (1− pλ)
2)π3,Wbi−1

+

pλ(1 + 2(1− pλ))π2,Wbi−1
+ p2λπ1,Wbi−1

π3,Wbi−4
= pacb(3)P

bo(1− pλ)π3,A + pacb(2)P
bopλπ2,A

+ (1− pλ)π3,Wbi−3
+ pλπ2,Wbi−3

= (1 + (1− pλ) + (1− pλ)
2 + (1− pλ)

3)π3,Wbi−1

+ pλ(1 + 2(1− pλ) + 3(1− pλ)
2)π2,Wbi−1

+ p2λ(1 + 3(1− pλ))π1,Wbi−1

π3,Wbi−5
= pacb(3)P

bo(1− pλ)π3,A + pacb(2)P
bopλπ2,A+

(1− pλ)π3,Wbi−4
+ pλπ2,Wbi−4

= (1 + (1− pλ)+

(1− pλ)
2 + (1− pλ)

3 + (1− pλ)
4)π3,Wbi−1

+

pλ(1 + 2(1− pλ) + 3(1− pλ)
2 + 4(1− pλ)

3)π2,Wbi−1

+ p2λ(1 + 3(1− pλ) + 6(1− pλ)
2)π1,Wbi−1

Thus, π3,Wbi−1−k
is generalized as,

π3,Wbi−1−k
=

k∑
j=0

(1− pλ)
jπ3,Wbi−1

+ pλ

k∑
j=1

j(1− pλ)
j−1

π2,Wbi−1
+ p2λ

k∑
j=1

j(j − 1)

2
(1− pλ)

j−2π1,Wbi−1
,

∀k ∈ {1, · · · bi − 2}

From the pattern in (B.13), (B.14), and (B.15) it is con-
cluded that,

πq,Wbi−1−k
=

q−1∑
j=0

k∑
l=j

(
l

j

)
(pλ)

j(1− pλ)
l−jπq−j,Wbi

,

∀q ∈ {1, · · · , B − 1} and ∀k ∈ {1, · · · , bi − 2}
(B.15)

4) From state (B,W1) to state (B,Wbi−2):

πB,Wbi−1
= pacb(B)PboπB,A + pacb(B − 1)PbopλπB−1,A

πB,Wbi−2
= pacb(B)PboπB,A + pacb(B − 1)PbopλπB−1,A+

πB,Wbi−1
+ pλπB−1,Wbi−1

= πB,Wbi−1
+ πB,Wbi−1

+ pλπB−1,Wbi−1
= 2πB,Wbi−1

+ pλπB−1,Wbi−1

πB,Wbi−3
= pacb(B)PboπB,A + pacb(B − 1)PbopλπB−1,A+

πB,Wbi−2
+ pλπB−1,Wbi−2

= 3πB,Wbi−1
+

pλπB−1,Wbi−1
+ pλπB−1,Wbi−2

πB,Wbi−4
= pacb(B)PboπB,A + pacb(B − 1)PbopλπB−1,A+

πB,Wbi−3
+ pλπB−1,Wbi−3

= 4πB,Wbi−1
+

pλπB−1,Wbi−1
+ pλπB−1,Wbi−2

+ pλπB−1,Wbi−3

To generalize,

πB,Wbi−1−k
= (k + 1)πB,Wbi−1

+ pλπB−1,Wbi−1
+

pλ

k−1∑
w=1

πB−1,Wbi−1−w
∀k ∈ {1, · · · , bi − 2}

(B.16)

APPENDIX C
PROOF OF LEMMA 2

Referring to Fig. 2, the steady-state probabilities of (0, S)
and (q, A) ∀q ∈ {1, · · · , B} are derived as:

πB,A = πB,N1 + pacb(B)PboπB,A + pacb(B − 1)PbopλπB−1,A

+ pλπB−1,N1 + πB,W1 + pλπB−1,W1

=
πB,N1 + pλπB−1,N1 + πB,W1 + pλπB−1,W1

(1− pacb(B)Pbo)

+
pλpacb(B − 1)PboπB−1,A

(1− pacb(B)Pbo)

πB−1,A = (1− pλ)πB−1,N1
+ pλπB−2,N1

+ (1− pλ)πB−1,W1

+ pλπB−2,W1
+ pacb(B − 1)Pbo(1− pλ)πB−1,A+

pλpacb(B − 2)PboπB−2,A

=
(1− pλ)πB−1,N1

+ pλπB−2,N1
+ (1− pλ)πB−1,W1

(1− pacb(B − 1)Pbo(1− pλ))
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+
pλπB−2,W1 + pλpacb(B − 2)PboπB−2,A

(1− pacb(B − 1)Pbo(1− pλ))
.

π2,A = (1− pλ)π2,N1
+ pλπ1,N1

+ (1− pλ)π2,W1
+ pλπ1,W1

+ pacb(2)P
bo(1− pλ)π2,A + pλpacb(1)P

boπ1,A.

Thus generalizing,

πq,A =
(1− pλ)πq,N1 + pλπq−1,N1 + (1− pλ)πq,W1

(1− pacb(q)Pbo(1− pλ))

+
pλπq−1,W1

+ pλpacb(q − 1)Pboπq−1,A

(1− pacb(q)Pbo(1− pλ))
,

∀q ∈ {2, · · · , B − 1} (C.1)

π1,A = (1− pλ)π1,N1
+ (1− pλ)π1,W1

+ pλπ0,S+

pλ

B∑
q=1

pµ(q)πq,A + pacb(1)P
bo(1− pλ)π1,A. (C.2)

We also have,

π0,S = (1− pλ)π0,S + (1− pλ)

B∑
q=1

pµ(q)πq,A

=
1− pλ
pλ

B∑
q=1

pµ(q)πq,A. (C.3)

Substituting (C.3) in (C.2) and solving,

π1,A =
(1− pλ)π1,N1

+ (1− pλ)π1,W1
+
∑B

q=2 pµ(q)πq,A

(1− pµ(1)− pacb(1)Pbo(1− pλ))
(C.4)
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