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On Deploying Secondary Networks in Co-channel
Bands with DTV Networks

Anshul Thakur and Swades De

Abstract—This paper explores the feasibility and scope of
co-channel coexistence between a low data rate Orthogonal
Frequency Division Multiplexing (OFDM) secondary network
and a digital television (DTV) broadcast network operating in
the same area. Since DTV receivers do not transmit, neither
the presence nor the impact of interference from the secondary
network on these DTV receivers can be known. Consequently,
conventional spectrum sensing techniques cannot be employed
effectively. This paper proposes to compensate the lack of feed-
back by combining the available information about population
distribution in the region - ranging from coarse population
density estimates to accurate geospatial maps - with better
estimation of interference using a data-driven technique called
Ordinary Kriging. Radio Environment Maps constructed using
the Kriging method from field-reported observations from the
secondary nodes are used to obtain better accuracy than the
conventional statistical models. The estimates are then used to
compute communication parameters for each secondary link
in terms of power, number of active subcarriers, and active
time slots, while keeping the average interference in the DTV
network within threshold bounds. Thus, the viability of such co-
channel license-exempt operation of secondary networks in the
DTV black and grey spaces for low data rate applications in
densely populated urban areas and higher data rate capabilities
for sparsely populated rural areas is established.

Index Terms—DTV band transmission, cognitive radio, Krig-
ing, interference minimization

I. INTRODUCTION

The number of wireless devices being added to the network
has been rising at an unprecedented rate. Radio spectrum being
a finite resource, this further strains the already burdened
spectrum with increased interference, and consequently, de-
creased network performance. The spectrum scarcity problem
has become one of the main research focuses. While higher
frequencies are suited for short-range point-to-point commu-
nication, regulatory agencies worldwide have been focusing
on the efficient reuse of the television (TV) bands for non-
broadcasting purposes as well.

A. Motivation and contribution

Spectral underutilization in the traditional fixed spectrum
allocation in the TV bands has been widely documented
[1]. TV White Space (TVWS) technologies have tried to
address this issue by performing trade-offs between achieving
a high level of protection of the incumbent network, and a
high amount of spectrum availability for network access by
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secondary systems [2] through a centralized database. These
TVWS databases operate on the basis of network modeling
and measurement campaign data, targeting coverage of the
signal solely from the TV transmitters as a criterion for
network presence.

However, these methods fall short in the face of changing
dynamics of viewership as the techniques involved remain
transmitter-centric and slow. While the households relying on
Over-the-Air (OTA) broadcast services is already low [3], [4],
this inefficiency is further exacerbated as the percentage of
households using TV fluctuates from 7.6% during midnight to
60% during prime time [5]. Thus, even from the perspective
of TV viewers, the active TV channels are spatially as well
as temporally underutilized, which creates excess interference
margins. Consequently, it is imperative to look into secondary
spectrum access in legacy TV coverage areas where active TV
receivers are present, also known as TV black-spaces (TVBS),
and the areas without active TV receivers, also known as
TV gray-spaces (TVGS). In particular, a large fraction of the
devices being added to the ecosystem is being used for Internet
of Things (IoT) monitoring applications, which have low data
rate requirements. Leveraging the TVBS and TVGS for such
IoT monitoring applications would help offload such traffic
from the licensed bands.

Owing to the unidirectional nature of DTV broadcast, the
biggest challenge of utilizing an active TV channel is to
detect the presence of active DTV receivers, which act as
hidden nodes. While some new standards, such as ATSC
3.0, are evolving to cater to an interactive TV experience
requirement by making optional provisions for feedback via
an OTA channel, it will take time before the technology gains
widespread adoption. Meanwhile, techniques to work around
the issue of hidden nodes need to be investigated with minimal
or no changes in the existing DTV networks. As no direct
method of feedback from the DTV receivers is available, the
problem is broken into two steps: estimating the locations of
active DTV receivers, and finding the signal conditions and
interference impact at those DTV receivers.

For estimating the locations of the DTV receivers, the
simplest way is to use the local population density estimates
with an appropriate spatial distribution function. A more in-
sightful method is to use geospatial maps tagged with positions
of buildings along with TV ownership and viewership data.
The population density estimate based method provides the
baseline performance metric while the use of geospatial maps
is explored in this work.

Having found the prospective locations of the DTV re-
ceivers, the signal conditions at those locations can be com-
puted using statistical propagation models or data-driven mod-



2

els. As the coverage area of DTV networks is relatively large
(with coverage radius often greater than 50 km), there is much
variability of signal conditions and local spectrum availability
within the coverage region, which cannot be captured in the
statistical models [6]. This motivates the use of dynamic
planning of radio resources for secondary access to manage
the trade-off between interference from secondary users to the
DTV receivers and to exploit the excess interference margin
[7]. Data-driven Radio Environment Maps (REM) based on
the Kriging method are known for good accuracy and low
complexity, which can be used for improving overall spectral
utilization [8]. The performance of the Kriging method is
compared with the statistical method in this work.

The major contributions of this paper are as follows:
1) The feasibility of deploying low data rate secondary

networks in co-channel mode within the coverage area
of a DTV network without any feedback from the DTV
network is explored.

2) Data-driven Kriging method of signal estimation is
shown to improve the quality of estimates over statistical
path loss models significantly. While deploying a low
data rate secondary network with only statistical infor-
mation of the DTV receiver density, the Kriging method
outperforms the path loss model based method and keeps
the DTV network outage within threshold by accounting
for any local spatial correlation in signal conditions.

3) The combined use of geospatial tagged maps to derive
DTV receiver information and the Kriging method for
signal estimation is shown to provide secondary link
coverage comparable to the case when exact informa-
tion about the DTV receivers is available. Further, this
allows the secondary network to dynamically adapt its
transmission parameters according to the DTV receiver
availability in the region.

4) The limited viability of employing temporal DTV view-
ership fluctuations through the day in dense population
clusters is also shown through simulations.

B. Organization

The paper is organized as follows. In the next section, a
survey of related works is presented. In Section III, the system
model is presented, and expressions for the outage in the
DTV network in an interference-limited scenario are obtained.
The use of the Kriging method is described in Section IV.
Performance results are presented and discussed in Section V.
Finally, concluding remarks are drawn in Section VI.

II. RELATED WORKS

Several concerns need to be addressed while deploying a
secondary network inside TVBS and TVGS. The concerns
range from the feasibility of such deployment, to the interfer-
ence impact on the TV receivers and how the geographically
distributed access opportunity can be used by the secondary
networks to improve performance.

Coexistence opportunity: Coexistence studies of DTV
broadcast technologies like Digital Video Broadcast-Terrestrial

second-generation (DVB-T2) with major Orthogonal Fre-
quency Division Multiplexing (OFDM) based technologies
such as Long Term Evolution (LTE) [9], IEEE 802.15.4m
[10], and IEEE 802.22 WRAN [11] conducted in laboratory
environments, and small-scale pilots indicate the feasibility
of co-channel reuse. Opportunities arising from architectural
differences between an OFDM-based DTV broadcast tech-
nology [12] and other bidirectional OFDM systems were
systematically explored in [13], [14], and a framework for
computing aggregate interference on the DTV receiver due
to the secondary signal was proposed. The feasibility of
deploying low data rate secondary nodes with low Signal
to Noise and Interference Ratio (SINR) in TV Black spaces
(TVBS) using interference cancellation was shown in [15].

Network-wide aggregate interference impact of secondary
access points distributed in the primary network’s coverage
region using Poisson Point Process model was studied in [16],
[17] while assuming a uniform signal transmission model. The
same assumption cannot be made for networks deployed in
the TV coverage areas due to fluctuating interference margin
caused by large variability of the TV signal. Cooperative
sensing has been used in [18], [19] to obtain the aggregate
interference due to the secondary nodes, while channel access
opportunity is cooperatively sensed in [20]. But these studies
assume that the presence of the DTV receivers can be known
through sensing which is not possible in the conventional DTV
networks.

TV spectrum availability: Various studies have documented
the underutilization of the TV bands using TV station regis-
trations, radio propagation models and field surveys across the
world [3], [6], [21]. However, it has been noted that the values
chosen for various parameters such as shadow margin in the
propagation models [22] used in these studies are usually too
high, which reduces the spectrum usage efficiency [23]. Fur-
ther, statistical models do not capture spatial variability in fade
margins [24], and underestimate the availability of spectrum
by ignoring the effects of various factors such as shadowing,
penetration losses, etc. [25]. To this end, measurement-based
enhancements, such as large spectrum sensing networks [26],
and radio environment maps (REM) [18] have been proposed.
While such approaches improve TVWS availability, they still
suffer from spectral inefficiency due to the explicit focus on
the primary transmitters while ignoring the primary receivers.

A static spectrum map created with the help of mandatory
TV receiver registration data is used in [1] to refine spectrum
availability in TVGS. However, such an approach is viable
in small demographics only. The use of techniques such as
beamforming, interference cancellation (IC), and TV receiver-
assisted spectrum access to restrict the interference footprint
of secondary networks have been demonstrated in the gray-
spaces [3], [27]. Such approaches of utilizing information
about DTV receivers is particularly useful in boosting spectral
efficiency since a small fraction of the TV receivers are found
to be active at any instant of time [5]. However, it implies
significant upgrades at all the TV receiver locations to enable
such feedback.

TV receiver sensing: The existing studies mostly use LBT to
sense the presence of active TV receivers [28] before channel
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access. However, the TV receivers pose a unique hidden ter-
minal problem without any transmit capability, which cannot
be solved through LBT. Diverse methods of sensing active
TV receivers, such as detecting receiver’s local oscillator’s
leakage power [29], voluntary TV registrations [1], attaching
additional devices such as Neilsen meters or smart remotes
[27] have been proposed. The approaches assume secondary
nodes colocated with DTV receivers [30] or assume the
existence of a cooperative agreement between the broadcaster
and the secondary network operators, neither of which may be
feasible. Adopting the next generation terrestrial TV standard
(ATSC 3.0) offers another way of sensing the presence of TV
receivers in the area in real-time by listening to the uplink
channel [31]. Such feedback mechanisms already exist in
various practical systems, such as channel quality indicator
feedback in HSDPA, and ACK/NAK feedback in cellular or
WiFi networks and has been widely studied [3], [6], [32].
However, it implies a massive overhaul of the existing DTV
networks.

Various proposals also sought to solve this problem without
involving TV receivers. This may be achieved through low
power coexistence [33], or through the utilization of TV gray-
spaces by measurement campaigns [1]. The notion of the ex-
istence of a critical DTV receiver, which, if protected, implies
the protection of all other DTV receivers in the coverage area
[12], [13]. In [12], a cooperative paradigm was considered
where the secondary nodes have access to the DTV signal and
bury their own precoded signal inside the DTV signal while
amplifying the DTV signal acting like transmitters in the DTV
Single Frequency Network. Other than location information
of active DTV receivers, the accuracy of SINR estimates at
the respective locations also limits the performance of the
secondary system [34]. In order to estimate the SINR at
various locations, the secondary network maintains some form
of a dynamic Radio Environment Maps (REM) of the coverage
area by sensing the primary signal [35].

Radio environment mapping: REM is a spatial and/or
temporal profile of average signal powers in the area. The
secondary network can then use this REM to evaluate its
access opportunities and adapt the communication parameters
to improve its performance as well as the efficiency of
spectrum sharing [36]. REMs may be created using purely
analytical path loss models, purely data-driven methods, or
a combination of the two approaches. The creation of data-
driven REMs often involves two major steps - localization
and measurement of signal conditions at various sampling
points, and interpolation of signal conditions across the entire
coverage area. The localization step may employ Global Posi-
tioning System or methods based on Received Signal Strength
Indication (RSSI) [37] such as simple trilateration [38], or
Bayesian estimation [39], or a combination of these through
crowd-sourced sensing [35]. The method used depends on
various factors, such as terrain, indoor or outdoor environment,
cost-effectiveness, and complexity [40]. Purely analytical path
loss model based methods fail to account for the combined
environmental effects of shadowing, penetration, and path loss
at a granular level owing to the single environment assumption.

Conventional methods for interpolating the signals, such as

Inverse Distance Weighted interpolation and Natural Neighbor
interpolation [41], driven by data from sample points on the
fields yield better performance due to improved spatial and
temporal granularity. However, the errors in the localization
step and interpolation step tend to get amplified, leading to
a biased estimation with a wide error variance [34]. Instead,
purely measurement-based methods of REM construction ex-
ist, such as the Kriging method, which model all the errors
in a single step. The Kriging method, a form of Gaussian
regression, optimizes the interpolation value by minimizing
the error variance. Lately, it has been used by researchers in
the wireless communication domain due to its high accuracy
when compared to the existing analytical methods [34], [42]–
[44], even with fewer sampling points. The change in signal
values due to path loss creates an underlying trend. When
considering interpolation over a small area, such a trend can
usually be ignored without much loss of accuracy, and Ordi-
nary Kriging method is used [45], [46]. However, when the
trend is significant, then the application of Ordinary Kriging
is preceded by elimination of the trend from the samples
using various techniques such as Ordinary Least Squares
[47], Residual Maximum Likelihood Estimation [8], [48], and
Neural Networks [47]. Further, the error in its interpolated
received powers can be modeled using a correlation coefficient
for analytical tractability as well [49].

It is intuitive that the information about the signal conditions
at active TV receivers benefits the secondary networks and
increases the overall spectral efficiency. While the feasibility
of co-channel coexistence for low data rate communication
has been demonstrated, the existing studies have relied mainly
on the assumption that either channel sensing can detect the
incumbent users or that some form of feedback is available.
Indirect means of obtaining active DTV receiver locations,
such as user registrations or ground surveys, have scale lim-
itations and are highly static. Moreover, the use of statistical
path loss models limits the accuracy in the case of large
coverage regions of the DTV networks, and consequently, the
performance of the secondary networks.

Since DTV receivers are expected to be mainly located in
households, this work explores the use of geospatial maps
and TV ownership statistics to estimate the locations of DTV
receivers. To overcome the limitations of statistical path loss
models, a data-driven Kriging method is used to construct
accurate REMs from the observed signal conditions at the
secondary nodes’ locations to improve the accuracy of signal
estimates at the locations of DTV receivers. The system
model used for evaluating the impact of interference and the
performance of the coexisting systems in terms of outage
probability is presented in the next section.

III. SYSTEM MODEL

Let us consider the deployment topology illustrated in Fig.
1. A DTV broadcast transmitter Tx(D) positioned at coordinate
x
(D)
t serves the DTV receivers in the region A, A ∈ R2 over

a single channel by transmitting an OFDM signal with useful
symbol duration T

(D)
u over N (D) subcarriers.
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Fig. 1. Network topology for secondary network operation in the DTV band
in co-channel mode within protection contour.

An LTE-like OFDM-based secondary communication net-
work operates its uplink in co-channel mode with the DTV
band within a small subset region c of the coverage area A.
Downlink communication is not considered in this co-channel
scheme as it is assumed to be sporadic, largely used for in-
structing the secondary IoT nodes to send data. The secondary
network consists of a Base Station (BS) Rx(S) positioned at
x
(S)
r which services M nodes located at {x(S)

i }Mi=1,∀x
(S)
i ∈ c

distributed according to a 2-dimensional homogeneous Poisson
process with intensity λ(S). The secondary node farthest from
the BS is of particular interest and hence, is marked individ-
ually as Tx(S) at its coordinate x

(S)
t . The secondary network

employs a total symbol duration of T (S), (T (S) ≪ T
(D)
u ) with

a variable number of subcarriers subject to a maximum of
N (S). The secondary uplink operation is time aligned with
the DTV symbols such that a maximum of L contiguous
secondary OFDM symbols slots can be received during a
single DTV symbol, i.e. L =

⌊
T

(D)
u /T (S)

⌋
.

The secondary network is capable of varying the number
of time slots and occupied subcarriers along with adaptive
power control to keep interference within acceptable bounds.
Further, the nodes are capable of decoding the DTV signal and,
consequently, performing (perfect) interference cancellation.
All the secondary nodes report the measured DTV signal
power at their respective locations to the BS Rx(S). The BS
computes the transmission parameters to be used by each
secondary node in its uplink by accounting for the interference
constraints and communicates the parameters to the respective
nodes in the downlink channel. The secondary network must
maintain an SINR of Γ(S)

th with an outage probability of p(S)out,th

for the considered modulation scheme.
Unknown to the secondary nodes, there are U hidden, active

DTV receivers distributed in the secondary coverage region c

at coordinates {x(D)
i }Ui=1,∀x

(D)
i ∈ c. For the chosen operating

parameters of the DTV network, a threshold SINR of Γ
(D)
th

must be maintained with an outage probability of p
(D)
out,th for

an error-free viewing experience. The method used at the BS

to compute the SINR condition estimates at the victim DTV
receivers depends on the amount of data available, as will be
explained further.

The environment is assumed to exhibit log-normal shad-
owing with a shadowing coefficient of σD for the DTV
transmission and a path loss factor of η. This coefficient
does not change during the period of observation. Perfect
channel information from the secondary nodes {x(S)

i }Mi=1 is as-
sumed available at the BS Rx(S). The power terms considered
subsequently are in their logarithmic form unless specified
otherwise. The use of average powers levels overcomes the
effects of fading on the signal. A glossary of all symbols used
in this paper is listed in Table I.

IV. INTERFERENCE ANALYSIS

In the absence of any direct feedback from the DTV
receivers active in the region, the secondary nodes need to be
able to estimate the interference impact via indirect methods.
This estimation can be broken into two major sub-problems:
locating the active DTV receivers, and estimating the signal
conditions experienced at the respective location. This section
discusses the methods used to solve these problems.

A. Critical DTV receiver and active DTV receivers distribu-
tion

Since precise information about the SINR experienced at the
active DTV receivers in the coverage area c is not available
with the BS, the BS employs different blind methods to
estimate this SINR information.

Assuming that the coverage area of the secondary network
is small, the DTV signal conditions in the vicinity of a
secondary transmitter are assumed to be uniform. Then, the
DTV receiver worst affected from the transmissions from a
secondary transmitter Tx(S) positioned at x

(S)
t is the one

closest to it. Further, if this critical DTV receiver is protected,
any DTV receiver at a distance farther can be considered to
be safely protected [12]. Let this critical DTV receiver Rx(D)

be positioned at x(D)
r at a distance dc =

∥∥∥x(S)
t − x

(D)
r

∥∥∥.
The distribution of active DTV receivers in the coverage

area c as well as the distance of this hypothetical critical
receiver from the secondary transmitter may be estimated
according to the various degrees of information available. The
simplest method is to use easily available statistical estimates
such as the household density in the area. More information on
households can be gathered from geospatial maps by tagging
the households and accounting for the possibility of an active
DTV receiver in the household. Apart from the household
density, the Over-the-air (OTA) TV ownership rate influences
DTV viewership. It has been observed that urban areas exhibit
a very low OTA TV ownership rate O(c) [3], despite high
household density. Further, time of the day and ratings of
programs airing during the duration greatly influences the
viewership statistic [50] and can be taken into account when
not computing secondary parameters for the worst case. By the
law of large numbers, the probability pact(t) of a DTV receiver
being active at a time is equal to the cumulative ratings of all
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TABLE I
GLOSSARY OF SYMBOLS USED

Notation Description
A Total DTV coverage area
c Secondary coverage area inside A
M Number of secondary nodes in the region c
U Number of active DTV receiver nodes in the region c

λ(S) Secondary node distribution density in region c

λ(D) Active DTV receivers distribution density in region c
O(c) OTA TV Ownership rate in area c
pact(t) Cumulative channel rating at time t
Tx(D) DTV Transmitter
Rx(D) DTV receiver
Rx(S) Secondary uplink receiver BS
Tx(S) Secondary uplink transmitter
T

(D)
u Useful symbol duration of DTV signal

T
(S)
u Useful symbol duration of secondary signal

T (S) Total symbol duration of secondary signal
∆f (S) Frequency offset between DTV and secondary signals
N (D) Total subcarriers in DTV signal
N (S) Active subcarriers in secondary signal
x
(S)
i Coordinates of secondary nodes

x
(D)
j Coordinates of DTV nodes

dc Distance of a secondary node from its critical
DTV receiver

dcor Decorrelation distance of the shadowing process
di Distance of ith secondary node from DTV transmitter
L Number of symbol slots occupied by secondary

in T (D)

Γ(D) Average SINR experienced at the DTV receiver
Γ
(D)
th Threshold SINR required at the DTV receiver

Γ
(S)
th Threshold SINR required at the secondary receiver

χ Average DTV power to interference power ratio
experienced at the DTV receiver

χth Threshold DTV power to interference power ratio
experienced at the DTV receiver

p
(D)
out Outage probability in the DTV network

p
(D)
out,th Threshold outage probability in the DTV network

p
(S)
out Outage probability in the secondary link

p
(S)
out,th Threshold outage probability in the secondary link

P
(D)
t Power transmitted by the DTV transmitter

P
(S)
t Power transmitted by the secondary transmitter

P
(D)
r DTV signal power received by the DTV receiver

P̂
(D)
r

Estimated DTV signal power received by the DTV
receiver

P
(S)
r Secondary signal power received by the DTV receiver

η Path loss exponent for DTV signal
σD Shadowing coefficient for the DTV signal
Ψ(D) Log-Normal shadowing process for the DTV signal
H

(D)
l Channel gain on the lth DTV subcarrier

Il
Interference gain on the lth DTV subcarrier due to
secondary co-channel transmission

H(D) Channel gain in the DTV signal

I(S) Interference gain caused at the DTV receiver due to
secondary node transmission

γ Analytical semivariogram of DTV signals
sampled spatially

γ̂ Empirical sermivariogram of DTV signals
sampled spatially

TV programs being broadcast in that band during the duration
[3].

Thus, when only coarse statistical estimates such as house-
hold density and OTA TV ownership rates are available, a
Poisson distribution [16] of DTV receivers with density λ(D)

is assumed. λ(D) can be taken as the product of household
density and OTA TV ownership rate O(c) in the area c.
Since the location of the DTV receivers is purely driven by
an underlying distribution rather than ground data, channel
ratings are not used in this model. The mean distance dc of the
nearest DTV receiver from any sampled point can be computed
analytically.

When positions of all households is available via geospatial
maps, the probability of having an active DTV receiver at each
position is simply O(c)pact. Distance dc of the critical DTV
receiver from the secondary transmitter can be known from
the geospatial map. Further, when all the prospective DTV
receivers in the coverage region can be mapped, the notion of
just the critical receiver can be eschewed in favor of protecting
all the DTV receivers for more robust estimates.

B. Signal conditions estimation at DTV receiver locations

Once the prospective locations of DTV receivers are known,
the prevailing DTV signal conditions at the respective loca-
tions need to be estimated. Analytical path loss and shadowing
models can be used to provide low complexity estimates.
These models have the advantage that no further information
from the secondary nodes distributed in the coverage area is
required to compute the operating parameters. The true power
P

(D)
r (x) received at the DTV receiver at position x can be

expressed as

P (D)
r (x) = P

(D)
t −Kc − 10η log

∥∥∥x(D)
t − x

∥∥∥+Ψ(D)(x)

= P (D)
c − 10η log

∥∥∥x(D)
t − x

∥∥∥+Ψ(D)(x)

= P̄ (x) + Ψ(D)(x) (1)

where Kc is the frequency dependent path loss factor, η is the
path loss coefficient, and Ψ(D) ∼ N (0, σ2

D) is the log-normal
shadowing process . P

(D)
c collects the frequency-dependent

losses with the transmit power. Shadowing is assumed to
be correlated spatially with a decorrelation distance with
correlation dcor for location pairs (xi,xj) defined as

Hi,j = exp
−
∥∥xi − xj

∥∥ ln 2
dcor

(2)

where dcor is the spatial decorrelation distance defined as the
distance satisfying Hi,j = 0.50. Small-scale fading is assumed
to be eliminated owing to long-term measurements. Further, an
interference dominant scenario is considered, hence, additive
white Gaussian noise (AWGN) is assumed to be negligible.
For notional consistency, the term SINR is used throughout
this work even though the noise component is not considered
significant when considering the interference dominated sce-
nario.

The statistical models fail to accurately capture topographic
variations that result in irregular and correlated shadowing
across various closely spaced locations. Ordinary Kriging
interpolation creates better estimates as it takes into account
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the second-order properties of the underlying process that has
an unknown mean and variance. All the M secondary nodes
measure the signal power received at their respective locations
due to the DTV transmitter Tx(D) and communicate to the BS.
The collected power measurements at the BS are maintained
as a vector y ∼ N (Xβ,C(θ)). X and β are defined as

X =


1 −10 log(d1)
1 −10 log(d2)
...
1 −10 log(dM )

 , β =

(
P

(D)
c

η

)
(3)

where di =
∥∥∥x(S)

i − x
(D)
t

∥∥∥. C(θ) is the variance-covariance
matrix defined in terms of parameters termed as nugget, sill,
and range, as C(θ) = p1I + p2H(p3). For Kriging methods,
C(θ) is the semivariogram model chosen where, θ is the
parameter vector consisting of these parameters, I is an M×M
identity matrix, H(p3) is an M ×M matrix.

The goal is to estimate the unknown value P̂
(D)
r (x) at an

arbitrary location x, where the DTV receiver Rx(D) is located
by using a weighted sum of all the measurement points from
the M nodes as

P̂ (D)
r (x) =

M∑
i=1

ωiP
(D)
r (xi) (4)

where ωi(i = 1, . . . ,M) are the weights assigned to the
data points such that the variance σ2

k of estimation error ϵ

is minimized, η̂ is the estimated path loss coefficient, P̂ (D)
c

is the estimated P
(D)
c , P̂

(D)
r (x) is the interpolated value;

the true value being P (x). The error ϵ at x is expressed as
ϵ(x) = P

(D)
r (x) − P̂

(D)
r (x). The weights obtained take into

account the spatial correlation between the samples. For the
best linear unbiased estimator, the following constraint is set

M∑
i=1

ωi = 1. (5)

To use Kriging, an estimate of the spatial covariance, path
loss coefficient, and frequency-dependent losses is usually
required prior to the interpolation process. In the relatively
small coverage areas of the secondary network, the path loss
in the DTV signal tends to be slow, and the mean value can
be considered almost constant for the considered distances
[12]. Under this constant (unknown) mean assumption, Or-
dinary Kriging offers the best trade-off between complexity
and performance among various Kriging methods. Further,
Ordinary Kriging does not involve an explicit estimation of the
parameters in β. A data-driven empirical estimate γ̄(xi,x0)
of the spatial-covariance structure of the random process
known as the semi-variogram γ(xi,x0) is obtained using the
dataset. The empirical semi-variogram γ(d) used in Ordinary
Kriging is the semivariance of the difference of all pairs of
points, P

(D)
r (xi) and P

(D)
r (xj), at distance h. Under the

constant mean power assumption, the unbiased estimator can

be expressed as

γ̂(d) =
1

2|N(d)|
∑
N(d)

V ar(P (D)
r (xi)− P (D)

r (xj))

=
1

2|N(d)|
∑
N(d)

(P (D)
r (xi)− P (D)

r (xj))
2, d ∈ R2 (6)

where N(d) denotes the set of nodes (i, j) separated by a
distance d =

∥∥xi − xj
∥∥. Once the γ̂(.) is estimated, it is

fitted into one of the several models available in literature
to allow the use of the semivariogram across unsampled
locations as well [51]. The usual methods employed to fit
the semi-variogram are derived from least squares estimation.
Two isotropic models that are frequently employed for REM
construction while considering correlated shadowing are - the
Gaussian model:

γ̄(d) = p1 + p2

(
1− exp

(
−d

p3

)2
)

(7)

and the exponential model:

γ̄(d) = p1 + p2

(
1− exp

(
−d

p3

))
. (8)

As will be seen later, the exponential semivariogram per-
forms better than the Gaussian semivariogram.

With L(x0) as the Lagrange multiplier, the objective func-
tion for minimization under the constant mean assumption at
location x0 can be expressed as

E
[
(P (x0)− P̂ (x0))

2
]
− 2L(x0)(

M∑
i=1

ωi − 1) (9)

= E

(P (x0)−
M∑
i=1

ωiP
(D)
r (xi))

2

− 2L(x0)(

M∑
i=1

ωi − 1)

= E

− M∑
i=1

M∑
j=1

ωiωj
(P (xi)− P (xj))

2

2
+

2

M∑
i=1

ωi
(P (x0)− P (xj))

2

2

− 2L(x0)(

M∑
i=1

ωi − 1)

= −
M∑
i=1

M∑
j=1

ωiωjγ(xi − xj)+

2

M∑
i=1

ωiγ(x0 − xi)− 2L(x0)(

M∑
i=1

ωi − 1).

On differentiating (9) with respect to ωi i ∈ (1, . . . ,M) and
L(x0) and equating the expression to 0, the optimal values of
ωi that minimize the variance σ2

k satisfy

M∑
i=1

wi(x)γ(xi,xj) + L(x) = γ(xi,x0), i = 1, . . . ,M.

(10)

The expression in (4) can be expanded in terms of the signal
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propagation model of (1) as

P̂ (D)
r (x) = P̂ (D)

c − 10η̂ log
∥∥∥x(D)

t − x
∥∥∥ (11)

+

M∑
i=1

ωi

(
P (D)
r (xi)−

(
ˆ

P
(D)
c − 10η̂ log

∥∥∥x(D)
t − xi

∥∥∥))

where P̂
(D)
c − 10η̂ log

∥∥∥x(D)
t − x

∥∥∥ is the effective path loss
term at location x and is treated as the unknown mean
in the small area under consideration. Since the received
power follows log-normal distribution and its estimated value
is correlated,

(
P

(D)
r (x), P̂

(D)
r (x)

)
, and consequently ϵ(x)

follows a bivariate normal distribution [49] with a mean value
of P̄ (x) and a variance-covariance matrix expressed as

(
σ2
D ρσDσ̂D

ρσ̂DσD σ̂2
D

)
(12)

where ρ is the correlation coefficient between P
(D)
r ((x)) and

P̂
(D)
r ((x)). The variance of error is then given as

σ2
k = σ2 + σ2

p̂ − 2ρσσp̂. (13)

The error variance is minimized when σ̂D = ρσD. Since
Kriging minimizes the error variance under the constraints
in (5), the error variance can be approximated as σ2

k =
σ2
D(1− ρ2). Thus, the correlation factor can be used directly

in the estimated path loss models to account for Kriging’s
model accuracy. For a DTV receiver at position x, the esti-
mated power P̂

(D)
r (x) expressed in (11) can be equivalently

expressed as

P̂ (D)
r (x) = P̂ (D)

c − 10η̂ log
∥∥∥x(D)

t − x
∥∥∥+ Ψ̂(D)(x) (14)

where Ψ̂(D) ∼ N (0, σ̂D(ρ)
2) is the estimated log-normal

shadowing process with its variance, now a function of corre-
lation ρ. It may be observed that, for a conventional shadowing
model the correlation value may be set to 0, which reduces
(14) to a form similar to (1). Though the estimation of actual
ρ would still require the computation of σ2

k, computational
effort of large simulations while comparing and evaluating
the performance of Kriging based signal estimation can be
avoided by appropriately setting the values of ρ.

C. Interference at the DTV receiver

Interference at DTV receiver Rx(D) located at x(D)
c due to

transmission from the secondary transmitter Tx(S) depends on
the operating parameters of the DTV network as well as the
secondary network. For a seamless viewing experience, it is
required that the average SINR Γ(D) at the DTV receiver does
not reduce below a threshold Γ

(D)
th .

With uniform power allocation across all subcarriers, the
SINR Γ(D)(x

(D)
c ) at the DTV receiver Rx(D) can be expressed

in terms of the average signal power from broadcast transmitter
P

(D)
r (x

(D)
c ), average interference power from the secondary

transmitter P
(S)
r (x

(D)
c ), and the noise power at the DTV

receiver No (all considered in their fractional form rather than
logarithmic form)

Γ(D)(x(D)
c ) =

P
(D)
r (x

(D)
c )E[ | H(D) |2]

P
(S)
r (x

(D)
c )E[ | I(S) |2] +No

. (15)

The aggregate average interference power gain E[ | I(S) |2]
is the average of interference powers across all the OFDM
subcarriers. In a heterogeneous OFDM system, the impact of
interference on each subcarrier is computed as a weighted
sum of interference powers of all the secondary OFDM
subcarriers at the respective primary subcarrier. Interference
on a subcarrier is expressed as [13]

E[| Il |2] =
1

T
(S)
u T

(D)
u

N(S)−1∑
k=0

∣∣∣H(S)
k

∣∣∣2
×


L−1∑
b=0

sin2(πc(k)T (S))

π2c2(k)
+

1

π2c2(k)

T1 + T2

T (S)

 (16)

where | H(S)
k | is the channel gain at the kth secondary

subcarrier, and c(k) = ∆f (S) +
k

T
(S)
u

− l

T
(D)
u

. T1 and T2

are obtained as

T1 =
T (S)

2
− sin(2πc(k)(T

(S)
u ))

4πc(k)

+
sin(2πc(k)(−T (S) + T

(S)
u ))

4πc(k)
(17)

T2 =
T (S)

2
− sin(2πc(k)((ξ′ − L− 1)T (S) + T

(S)
u ))

4πc(k)

+
sin(2πc(k)((ξ′ − L− 2)T (S) + T

(S)
u ))

4πc(k)
(18)

An outline of the steps to derive the expression in (16) is
provided in the appendix.

In an interference-limited scenario, if Γ(D)
th is the threshold

SINR to be maintained at the active DTV receiver, then, the
power-ratio χth that achieves this SINR is expressed as

χth = P (D)
r − P (S)

r = 10 log10(Γ
(D)
th E[ | I(S) |2]). (19)

D. Outage analysis

It is clear that the degree of availability of DTV receiver
information determines the performance of the secondary
network. For a viable deployment, the outage requirement in
the DTV network must be met. Three cases are discussed
while considering the outage performance:

1) Minimum information: Only statistical estimates of ac-
tive DTV receiver locations are known

2) Positional information: All prospective DTV receiver
locations are mapped, but active DTV receivers are not
known

3) Benchmark: Complete information of active DTV re-
ceivers’ signal conditions are known

Let χ be the average power-ratio at the critical DTV receiver
Rx(D) located at a distance dc =

∥∥∥xc − x
(S)
t

∥∥∥ from Tx(S).
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Since P
(D)
r and P

(S)
r are normally distributed (in logarithmic

form), χ is also normally distributed as N (µψ, σψ) with µψ =

P
(D)
r −P

(S)
r and σ2

ψ = σ2
D(ρ)+σ2

s where ρ is the correlation
factor between the estimated DTV signal power at the DTV
receiver and its true value, which depends on the method used
for interpolation. Then, conditional outage probability can be
written as

P{χ ≤ χth|r = dc} = 1−Q

(
χth − (µψ)

σψ

)
(20)

where r is the distance between Tx(S) and Rx(D).
When the possible locations of each DTV receiver is known

through the use of demographic maps, the coordinate of the
critical DTV receiver is known and (20) is used directly.
However, when only statistical estimates for population density
are used, the DTV receivers may be assumed distributed
according to a two dimensional circular and homogeneous
Poisson process with intensity λ(D) in the coverage radius
rc of the secondary network. The probability that an active
DTV receiver is present at a distance r from Tx(S) can be
calculated from the distribution function as P (r = x) =

2πλxe−λπx
2

,∀(x ≥ 0). Thus, the expected outage p
(D)
out can

then be expressed as

p
(D)
out = E[P (χ ≤ χth, r)] (21)

=

∫ rc

0

P (χ ≤ χth)P (r = d)dr

=

∫ rc

0

P (χ ≤ χth)2πλre
−λπr2dr

=

∫ rc

0

(
1−Q

(
χth − µΨ

σΨ

))
.2πλre−λπr

2

dr.

Substituting (14) and (20) in (22) yields the average power
P

(S)
r received from Tx(S) in order to maintain the outage

below p
(D)
out,th as

P (S)
r = P (D)

r − χth + σψQ
−1(1− p

(D)
out,th). (22)

The outage across the entire SU coverage area can then be
easily computed based on the level of information available.
When no demographic information is available, the coverage
C where outage requirement p

(D)
out,th is met over a coverage

radius rc is expressed as

C = 1− p
(D)
out,th

=
2

r2c

∫ rc

0

rQ

a− b ln

(
r

dp

) dr (23)

where

a =
χth − (P

(D)
t − P

(S)
t )

σSINR(ρ)

b =
10η log10 e

σSINR(ρ)
.

When the possible locations of each DTV receiver is known
through the use of demographic maps, the outage at each DTV
receiver must be considered. Then, for U active DTV receivers

located at coordinates {x(D)
i }Ui=1,∀x

(D)
i ∈ c,

p
(D)
out =

1

U

∑
x(D)q

I{P{χq<χth,x
(D)q}}

=
1

U

∑
x
(D)
q

I{P{ρq<ρth|x(D)
q }P{x(D)

q }}. (24)

P{x(D)
q } is the probability that an active DTV receiver is

present at xq and is expressed as

P{x(D)
q } = O(c)pact (25)

where O(c) is the OTA ownership rate, and pact is the
cumulative rating of all the TV channels multiplexed on the
current band. Numerically solving this problem for an outage
constraint yields Ps,max and rc for the worst case.

TABLE II
POWER RATIOS REQUIRED TO MAINTAIN Γ

(dtv)
th AT A DTV RECEIVER

WITH A SECONDARY NETWORK. CENTER FREQUENCY f
(s)
c = f

(dtv)
c ,

T
(s)
u = 66.7 µs

BW
(kHz)

Time
slots 1 2 3 4 5 6

15 −22.34 −19.90 −18.35 −17.21 −16.31 −15.94
30 −18.15 −15.72 −14.17 −13.03 −12.12 −11.86
45 −16.00 −13.58 −12.03 −10.89 −9.99 −9.75
60 −14.56 −12.14 −10.59 −9.46 −8.55 −8.33
75 −13.48 −11.06 −9.51 −8.38 −7.47 −7.22
90 −12.61 −10.19 −8.65 −7.51 −6.61 −6.39

105 −11.88 −9.47 −7.931 −6.79 −5.89 −5.67
120 −11.26 −8.84 −7.30 −6.17 −5.27 −5.05
135 −10.71 −8.30 −6.76 −5.62 −4.73 −4.51
150 −10.23 −7.82 −6.28 −5.14 −4.24 −4.03
165 −9.79 −7.38 −5.84 −4.71 −3.81 −3.59
180 −9.40 −6.99 −5.45 −4.31 −3.41 −3.20

V. SIMULATION RESULTS AND DISCUSSION

This section discusses the simulation results and perfor-
mance of the coexisting secondary network and the DTV
network using the analysis presented above. A DTV network
with parameters from Table III is simulated in a circular
region of radius 50 km. When the tagged geospatial map is
not available, the DTV receivers are placed according to a
homogeneous 2-dimensional Poisson process. DTV receiver
densities of 200 km−2 and 400 km−2 are used to represent
typical rural, and urban cluster deployment densities [52].
OTA TV ownership rates, as well as TV viewership statistics
[3], are taken into consideration for selecting the active DTV
receivers. A secondary BS operating with parameters from
Table IV is placed randomly in this coverage area with
a similar deployment density and incorporates the outage
calculations for managing the uplink communication. Table II
captures the received threshold power ratios χth of the various
combinations of active sub-carriers and occupied time slots in
the secondary system that maintains the threshold SINR Γ

(D)
th
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TABLE III
DTV (DVB-T2) TRANSMISSION PARAMETERS

Center frequency 429 MHz
Bandwidth 7.6094 MHz (8 MHz)
FFT size 4096
Active subcarriers 3409
Guard interval fraction 1/32
Code rate 2/3
Modulation 64 QAM
Symbol duration 448 µs
Threshold SINR 14 dB

TABLE IV
SECONDARY TRANSMITTER PARAMETERS

Bandwidth 180 kHz
Active Subcarriers 12

Modulation QPSK
Symbol Duration 66.67 µs
Threshold SINR −11.8 dB

Sensitivity −141 dBm

at the DTV receivers. The outage probability for the DTV
network is set to 0.01 (<1%), while 0.05 (<5%) outage and a
peak data rate of 144 kbps [53] is enforced for the secondary
network. Monte Carlo analysis on this model compares the
analytical expression for outage with simulated results for
various cases.

A. Feasibility of deployment

The feasible coverage radius of the secondary network as the
distance between the DTV transmitter and the secondary BS
increases is explored first to evaluate the scale of coexistence
opportunity. To this end, an idealized scenario of the absence
of shadowing and the case of perfect knowledge of the channel
conditions are considered in figure 2a. It is observed that
even with exact information on all the active DTV receivers,
the maximum link distances for uplink communication in the
secondary network fall off rapidly as the distance from the
DTV transmitter Tx(D) increases. As the distance from Tx(D)

increases, the margin of excess SNR available at any DTV
receiver decreases due to increased path loss. Correspondingly,
the maximum transmit power that can be used by the Sec-
ondary transmitter Tx(S) while maintaining the desired outage
conditions reduces. The presence of shadowing with a large
shadowing coefficient ( 9.6 dB) [54], [55] almost halves the
allowed radius. However, if the OTA TV ownership rate of
60%, as well as the peak channel ratings at 70%, are factored
in, there is a significant improvement in the link coverage
as shown in figure 2b. Interestingly, urban clusters offer very
small coverage radiuses when OTA TV ownership rates are not
taken into account. However, since the OTA TV ownership rate
is significantly low due to access to other means of TV access,
the secondary coverages improve significantly. Conversely, in
the rural areas where the households are spaced wide apart,
the increased OTA TV ownership rate [56] limits the scope
of coverage radius expansion. Thus, such a deployment can

be used for low data rate applications in small coverage areas.
Figure 2c highlights the bounds on the coverage distances that
are possible using such a deployment. When highest data rate
of 320 kbps is required, least coverage distances would be
possible as the amount of interference caused by transmitting
in all time slots on all subcarriers limits the maximum usable
transmit power. Analogously, least data rates of 4.4 kbps
provide the highest coverage distances.

With the feasibility and upper limits of such a deployment
established, the impact of having varying degrees of informa-
tion about the active DTV receivers is evaluated. First, the
model selection for the Kriging method is explained. Then,
link coverage and outage analysis results are presented for
various cases considered.

B. Choice of semivariogram model and dependence on the
number of sample points

Figure 4a shows a signal distribution on a 1 km2 grid
at 1 m resolution with the DTV transmitter located at the
origin. A shadowing decorrelation distance of 30 m has been
used to represent a typical urban scenario. Since an analytical
semivariogram needs to be used for deducing the weights w,
Gaussian and Exponential semivariograms were evaluated with
a bin size of 40 sample points and are shown in Figure 3a.
Assuming that the deployment density of the secondary nodes
is not going to be too sparse, the goodness of semivariogram
fit at smaller lag distances is considered to be a good indi-
cator of performance [51]. Further, the RMSE performance
of the variograms is shown in Figure 3b. Since the path
loss-based estimation method cannot estimate the shadowing
coefficient, its RMSE is constant at the considered shadowing
standard deviation σD. It is observed that the exponential
semivariogram outperforms the Gaussian semivariogram when
the number of samples is relatively small. The performance
of both exponential and Gaussian semivariogram models is
similar when the number of samples is large. Thus, the
exponential semivariogram model is used for the rest of the
analysis.

The accuracy of Ordinary Kriging is invariably better than
the path loss-based method as it incorporates the effects of
spatial correlation as well. Figure 4b shows the estimated
signal plot using the exponential semivariogram with 400
sample points uniformly distributed across the grid with a
minimum separation of 40 m. The number of secondary
nodes is expected to be at least equal to the number of
DTV receivers. Thus, for the remainder of this section, it
is assumed that secondary nodes are also distributed with
a similar deployment density as the DTV receiver nodes.
However, it must be noted that the performance of Ordinary
Kriging interpolation for a given number of sample points
depends on various environmental factors such as decorrelation
distance. The presence of a strong underlying spatial trend can
lead to degraded performance, as the assumption of a constant
mean may not hold. This is particularly relevant in areas very
close to the DTV transmitter, where the distance from the DTV
transmitter is a stronger determinant for signal deviations than
the shadowing component [34]. Under such circumstances,
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Fig. 2. Comparison of maximum secondary link distances under idealized conditions with and without shadowing, and complete CSI information (a) Without
factoring in viewership statistics (b) After factoring in OTA TV ownership and peak viewership statistics pact = 0.7. p(D)

out,th = 0.01, p(S)
out,th = 0.05, Minimum

data rate = 4.4 kbps. (c) Upper and lower bounds on secondary link distances under idealized conditions after factoring in OTA TV ownership and peak
viewership statistics pact = 0.7. p(D)

out,th = 0.01, p(S)
out,th = 0.05.
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Fig. 3. (a) Empirical and estimated semivariograms. Number of sampling
points (N ) = 400; minimum sample separation = 40 m. (b) RMSE per-
formance of exponential and Gaussian variograms with varying number
of sampling points. Shadowing coefficient (σD) = 9.6 dB, shadowing de-
correlation distance = 30 m.

(a) (b)

Fig. 4. (a) Actual signal map for a 1 km2 grid with DTV tower at (0, 0),
resolution 1 m; (b) Estimated signal map using exponential semivariogram
with 400 sample points uniformly distributed in the region.

a combination of local trend fitting and Ordinary Kriging is
suggested.

C. Performance of the secondary network

The coverage radius and outage performance of the sec-
ondary deployment using Kriging was evaluated for typical
rural and urban settings. In line with the observations made
with the ideal coverage curves in Fig. 2, the coverage plots
in Fig. 5 indicate decreasing coverage radiuses as the distance
of the BS Rx(S) increases from the DTV transmitter Tx(D). It
is observed that when Kriging interpolation is used with the
notion of a hypothetical critical DTV receiver at an estimated
separation of dc from Tx(S), the coverage radius is more
conservative as compared to that estimated by the statistical

path loss model. However, it is observed in Fig. 5c that the
outage performance when using the Kriging method is well
within the required outage constraints of p(D)

out ≤ 0.01. This is
due to increased accuracy of the signal map, which produces
tighter bounds. However, when exact DTV receiver locations
are known to the secondary network, the coverage radius
approaches the ideal values while the path loss model doesn’t
offer much improvement as the path loss model discards any
other information other than that of the critical DTV receiver.
Thus, the use of Kriging interpolation greatly enhances the
prospects of viable secondary network deployment in the
TVBS as compared to a simple path loss model-based esti-
mation.

D. Geospatial maps and viewership statistics

Fig. 6 shows the combined use of geospatial mapping and
the Kriging technique. Fig. 6a is a 25km×25km demographic
map of a metropolitan area and its adjoining urban-cluster with
the household locations tagged. The DTV Tower is located at
the lower left corner (origin) and the population density is
approximately 1000 households per square kilometers, typical
of metropolitan cities. Jakes model is used to generate the
path loss and shadowing map in the entire region, and a
sample of points is taken for Kriging estimation. The variation
of average coverage radius of the secondary networks with
distance from the DTV tower for a minimum data rate of 4.4
kbps is shown in Fig. 6b. Here, the OTA TV ownership of
70% [57]is considered with prime-time channel ratings (and
hence the probability of DTV receiver being active) taken as
60%. Fig. 6c shows how the coverage radius varies across
multiple viewership conditions typically observed through
various parts of the day when Kriging-based estimation is
used, and the locations of active DTV receivers are estimated
using geospatial maps.

The observations from Fig. 6b are congruent with the earlier
remarks. The coverage radius shrinks where the density of
active DTV receivers is high and expands substantially in areas
of sparse DTV viewership such as the area around the 10
km radius from the DTV tower. However, a consistent path
loss statistical model is not able to incorporate this change in
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Fig. 5. Variation of secondary coverage range at minimum supported data rate (4.4 kbps) as the distance of secondary BS increases from the DTV transmitter
for, (a)Rural areas, population density (λ = 200km−2) (b)Urban clusters, population density (λ = 400km−2); (c) Variation of DTV receiver outages
at minimum supported data rate (4.4 kbps) as the distance of secondary BS increases from the DTV transmitter for urban clusters, population density
(λ = 400km−2); p(D)

out,th = 0.01, p(S)
out,th = 0.05.
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Fig. 6. (a) Map of buildings in a metro city and adjoining areas. (b) Secondary uplink coverage range computed for the given buildings map with Kriging
interpolation with 70% active users. (c) Secondary uplink coverage range computed for the given buildings map for different fractions of active users; p(D)

out,th

= 0.01, p(S)
out,th = 0.05.

population dynamics in the model. Fig. 6c shows the fluctua-
tion of coverage radius of secondary nodes with the changing
dynamics of DTV viewership. It indicates that the leeway
afforded by incorporating the changing viewership dynamics
has a marginal impact on the coverage radius beyond what has
been achieved by the use of the Kriging method as a whole.
Further, it must be considered that the values of environmental
factors such as the shadowing coefficient, shadowing correla-
tion, and path loss factor used in the simulations have a huge
dependence on the environment when considering an actual
deployment. For example, a lower shadowing coefficient can
improve the range of distances in the secondary network as the
margin of error reduces. Further, local shadowing trends are
typically observed in empirical studies [34] where the values
of these parameters may change within geographical pockets
[54]. Kriging interpolation is well suited to estimate the signal
conditions under such conditions as compared to statistical
models.

VI. CONCLUDING REMARKS

The scenario of deploying low data rate secondary networks
in co-channel mode inside the DTV coverage area has been
explored in this study. As observed from this study, having
a granular mapping of DTV receiver locations significantly
improves the secondary network performance without com-

promising the performance of the DTV broadcast network
even when signal estimation techniques such as Kriging are
used. In DTV networks, this may be enabled by leveraging
the provisions of an in-band dedicated return channel in
various standards like DVB-RCT and ATSC 3.0 and making
this information available to the secondary network. The
mechanism through which more reliable information may be
made available to the secondary network will be taken up in
future studies.

The use of channel viewership statistics shows a limited
upside potential of having frequent feedback as the viewership
statistics fluctuate throughout the day. Availability of DTV
receiver information enables the secondary base stations to
dynamically adapt to the arrival or departure of DTV receivers
in their coverage regions (when DTV receivers are tuned to or
away from the current DTV band), and hence improve network
performance and interference management. Further, rooftop
antennas are usually employed for static DTV receivers, while
the secondary nodes may be present on the ground. It has
been noted in [58] that there is a huge disparity in the signal
conditions on the rooftops and the ground due to the height
of buildings and the occlusion created by the surrounding
buildings. Thus, the accuracy of spatially mapped REMs can
be further improved by considering the three-dimensional
aspects of signal propagation as well, which is expected to
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further increase the performance of the secondary network.

APPENDIX A
CO-CHANNEL INTERFERENCE AT DTV RECEIVER

Let r(D)(t) be the OFDM signal received by the DTV
receiver Rx(D) from the DTV transmitter Tx(D). r(D)(t) is
expressed as

r(D)(t) =
1√
T

(D)
u

∑
l′∈Z

N(D)−1∑
k′=0

h(D)X
(D)
k′ [l′]e

j2π
k′(t−τ

(D)
n )

T
(D)
u

×
∏(

t− l′T (D) + T
(D)
g − τ

(D)
n

T (D)

)
(A.1)

where N (D) is the number of active subcarriers in the DTV
network, X(D)

k′ is the data symbol transmitted in the l′th block
on the k′th subcarrier, T

(D)
u and T

(D)
g are respectively the

useful symbol period and guard interval, with T (D) = T
(D)
u +

T
(D)
g . τ

(D)
n and h(D) are respectively the delay introduced

and impulse response of the received signal. Similarly, for the
secondary transmission, the interference signal received at the
DTV receiver Rx(D) from the secondary transmitter Tx(S) is
r(S)(t) would be

r(S)(t) =
ej2π∆f

(S)t√
T

(S)
u

∑
l∈Z

N(S)−1∑
k=0

h(S)X
(S)
k [l]e

j2π
k′(t−τ(S)+toff)

T
(S)
u

×
∏(

t− lT (S) + T
(S)
g − τ (S) + toff

T (S)

) .

(A.2)

Here, τ (S), and h(S) are respectively the delay introduced,
and impulse response for the secondary signal. X

(S)
k is the

data symbol transmitted in lth OFDM block of the secondary
signal on the kth subcarrier during the period T

(D)
u . ∆f (S)

is the frequency offset between the DTV and secondary
signals. toff is a uniformly distributed random delay offset in
(0, T

(D)
u ) introduced due to lack of synchronization of symbol

start boundaries of the DTV and secondary OFDM symbols
at the DTV receiver. Considering each secondary symbol
duration as a time slot, let ξ′ be the number of time slots
a secondary signal is transmitted within one DTV broadcast
symbol duration. With T

(D)
u ≫ T

(S)
u , ξ′ can take a value in

(0, ξ′max), where ξ′max =

⌈
T

(D)
u

T (S)

⌉
. Interference caused by the

secondary signal at DTV receiver varies as a function of the
number of active subcarriers N (S) and the number of occupied
time slots ξ′. The DTV receiver processes both signals using
the same basis functions. The OFDM decomposition basis
function for a DVB symbol’s p′th subcarrier is expressed as

Φ
(D)
p′ =

1√
T

(D)
u

e
−j2π p′t

T
(D)
u

∏(
t

T
(D)
u

)
. (A.3)

For the DTV signal, the desired OFDM symbol at the p′th
subcarrier is expressed as

X̃
(D)
p′ =X

(D)
p′ H

(D)
p′

where X̃
(D)
p′ =

∫
R
r(D)(t)Φ

(D)
p′ (t)dt and H

(D)
p′ =

h
(D)
p′ e

−j2π p′τ(D)

T
(D)
u . For the interference signal Ip′ at the p′th

subcarrier,

Ip′ =

∫
R
r(S)(t)Φ

(D)
p′ (t)dt. (A.4)

The basis function (A.3) decomposes the received DTV signal
(A.1) as well as the secondary signal (A.2) over the p′th DTV
subcarrier of the DTV transmission. The secondary signal is
unwanted at the DTV receiver as it causes interference in
reception. The interfering signal after decomposition using
(A.3) can be expressed as

Ip′ =

∫
R
r(S)(t)Φ

(D)
p′ (t)dt

=
1√

T
(D)
u T

(S)
u
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 (A.5)

where c(k) = ∆f (S) +
k

T
(S)
u

− p′

T
(D)
u

. The effective integra-

tion period in (A.5) depends on the normalized windowing
functions

∏
(·) for the DTV receiver’s basis function and the

secondary signal, which are expressed as∏(
t

T
(D)
u

)
= 1 iff 0 ≤ t ≤ T (D)

u

∏(
t− lT (S) − τ (S) + T

(S)
g + toff

T (S)

)
= 1

iff lT (S) + Tr ≤ t ≤ (l + 1)T (S) + Tr

where Tr = τ (S) − toff − T (S)
g . If ξ′ secondary symbols are

received in a DTV symbol’s useful duration T
(D)
u , (A.5) can

be expressed as the sum of interference due to each secondary
signal.

Applying the integration limits to (A.5) and solving yields

(A.6), where c(k) = ∆f (S) +
k

T
(S)
u

− p′

T
(D)
u

. The average

interference power at the p′th subcarrier for a given toff can
then be expressed as (A.7), where ω ≜ τ (S) − toff − T (S)

g .
Averaging (A.7) over toff, we have

E
[
| I(S)p′ [m] |

2
]
=

∫ T (S)

0

E[| I(S)p′ [m] |
2
]toffdtoff. (A.8)

Solving (A.8) yields the result in (16). The reader is directed
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to [13] for a comprehensive proof.
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