An Efficient Data Characterization and Reduction
Scheme for Smart Metering Infrastructure

Sharda Tripathi and Swades De

Abstract—In this work, a novel characterization of smart meter
data based on Gaussian mixture (GM) model is presented. It is
shown that compared to the existing characterization models,
the proposed GM model provides a significantly better fit for
smart meter data. Further, at each smart meter, sparsity of
data is exploited to devise an adaptive data reduction algorithm
using compressive sampling technique such that the bandwidth
requirement for smart meter data transmission is reduced with
minimum loss of information. When compared to the closest
competitive data compression scheme, besides being more robust
to noise in transmission channel, the proposed compressive
sampling based data reduction algorithm offers about 12.8%
and 7.4% higher bandwidth saving respectively at 1 second
and 30 seconds sampling intervals for comparable reconstruction
accuracy. Proposed scheme is tested in real-time using RT-LAB.

Index Terms—Smart meter, data compression, data charac-
terization, Gaussian mixture (GM) model, compressive sampling

I. INTRODUCTION

Advanced metering in smart grid has emerged as a powerful
paradigm to enable bi-directional information flow between
utility and consumers in the electricity distribution network
[1]-[2]. Unlike their analog counterparts, smart meters follow
a rapid and automated data logging approach to generate loads
of fine grained electricity consumption data. Though smart
metering is useful for understanding and modeling of energy
usage patterns, efficient communication and storage of this
massive data remains a challenge. Besides, another hitch of
high resolution smart meter data compared to smooth averaged
load profiles is erratic load patterns. The load patterns vary
considerably not only for a single user, but also across different
users over a time frame. Thus, for extracting information
and comprehending consumer behavior in a big data-resource
constrained communication scenario, effective characterization
as well as reduction of data at granular level are essential.

A. Related Works and Motivation

In view of limitations in handling big data, strategies for
smart meter data reduction have lately attained considerable
research interest. These include data compression algorithms
operating at appliance level as well as household level with
high/ low data resolution at granular/ aggregate collection
points in a distribution network. Aggregate level data com-
pression approaches report highest compression ratios, thereby
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Fig. 1: Smart metering framework.

pruning data volume and enhancing energy efficiency of the
transmission network. A recent such study in [3] based on
singular value decomposition has proposed compression of
large data sets transmitted from data collector to control
center. In [4], generalized extreme value characterization has
been proposed to identify load features in smart meter data
which are then stored efficiently in compressed format. Other
data characterization models for load profiling considered
various distributions, namely, linear, Gaussian, exponential,
log-normal, generalized Pareto, beta, and gamma [4], [5]. A
similar study on low resolution aggregate level smart meter
data is based upon dictionary learning and sparse encoding
[6]. It decomposes the load profile into partial usage patterns
so as to carefully preserve all required information. In [7],
smart meter readings are represented as Gaussian waveforms
with minimum features and burrow-wheeler transform, and
entropy encoding is applied for its compression. More lossy
and loss-less data compression methods for electric signal
waveforms are listed in [8]. It is notable that the resolution of
data considered in these studies are on the order of one sample
per several minutes, whereas typical smart meter readings are
on half-hourly basis and collected by the utility only once
a day [9]. An algorithm working at aggregation points such
as data collector and control center in Fig.l has access to
day-long / week-long data chunks at once (depending upon
data collection frequency) from several smart meters. This aids
in identifying daily, weekly, seasonal, or behavioral patterns
in the data, and exploiting them to achieve data compression
becomes relatively easy, since aggregated data at the collector
from several smart meters could be huge.

In recent studies it has been noted that increasing the
resolution of smart meter data makes it more useful for near-
real time applications, like energy feedback [10], demand
response [11], dynamic pricing [12], load monitoring [13],
and short-term load forecasting [14]. Accordingly, modern-day
smart metering framework is capable of supporting capture
of energy consumption data at a rate as high as 1 sample
per second which generates a huge volume of data even in
smart meter to data collector stage of network communica-



tion. A lossy compression method [15] produces piece-wise
approximation of original data to control the smart meter data
volume at the cost of accurate data reproducibility. To address
this issue, performance of 4 loss-less compression algorithms
(adaptive trimmed Huffman, adaptive Markov chain Huffman,
tiny Lempel Ziv Markov chain, and Lempel Ziv Markov
chain Huffman) was investigated in [16], [17]. A resumable
compression method [18] based on differential coding also
proposes compression of data sampled at 1 second interval for
household level and 3 seconds interval for appliance level at
the smart meter. In [19], data granularity and decimal precision
of the afore-mentioned approaches was examined. It was stated
that, despite their fairly well performance on the appliance
level data, with coarse granularity, especially with decimal
precision exceeding 2, these tend to become less effective. Be-
sides, most differential coding based compression techniques
are sensitive to small consecutive value differences in smart
meter data. Their compression performance is expected to
degrade with increasing sampling interval and presence of
corrupted samples in data transmission/collection process. It
has been observed that, although high granularity (on the
order of seconds) is critical to attain substantial compressive
gains, this may not be the complete picture. Consequently,
compression of high resolution household level data at the
smart meter remains practically challenging owing to spiky
and rapidly fluctuating load patterns.

To this end, considering high resolution data at the smart
meter, in this work the problem of smart meter data character-
ization and reduction is revisited with a perspective to achieve
higher compression gains and reduce bandwidth requirement
for data transmission from smart meter to the data collector.

B. Main Contributions

In this work, a new model for characterization of smart
meter data is proposed, followed by an adaptive data reduction
algorithm for bandwidth saving between smart meter and the
data collector. Main contributions of this work are as follows:

1) A novel Gaussian mixture based model is proposed for
the characterization of high frequency smart meter data,
which is used in evaluating the quality of data reduction
at the smart meter. Compared to the existing models, the
proposed Gaussian mixture model is shown to have a
significantly better fit.

2) An adaptive data reduction scheme using compressive
sampling is devised to operate at the smart meter which
achieves about 40% bandwidth saving in data transmis-
sion to the nearest collection center without any appre-
ciable loss of information.

3) Based on extensive simulations using open datasets as
well as real smart meter readings, data update interval for
high frequency smart meter data is empirically estimated.

4) Performance comparison of the proposed data reduction
scheme with an existing competitive approach in [18]
demonstrates noise robustness during data transmission.
Additionally, to achieve the same order of RMSE, band-
width saving with the proposed scheme is found to be
12.8% and 7.4% higher, respectively, for data sampled at
1 second and 30 seconds.
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Fig. 2: Daily power consumption of house 1 for 7 days.

5) Online implementation of the proposed system level
design on Simulink is tested in real-time using RT-LAB
on real smart meter data.

Unlike other data compression algorithms, the proposed
compressive sampling based data reduction scheme exploits
the inherent rapidly fluctuating nature of high resolution smart
meter data. It is observed that, although the data appears inco-
herent in time domain, it can actually be concisely represented
in a sparsifying basis. Thus, adaptively choosing the sparsity
over optimum batch size before data transmission can be
utilized for substantial reduction in data volume. To the best of
the authors’ knowledge, exploiting temporal data stochasticity
at the smart meter to reduce the volume of transmitted samples
without compromising on reconstruction accuracy has not
been studied so far.

C. Paper Organization

Layout of the paper is as follows: Section II briefly describes
the datasets used in this study, followed by a discussion on GM
model technique for characterization of high frequency smart
meter data. In Section III, adaptive compressing sampling
algorithm for reduction of smart meter data is proposed. Nu-
merical results based on large scale simulations are discussed
in Section IV. Finally, the paper is concluded in Section V.

II. CHARACTERIZATION OF SMART METER DATA
A. Dataset

In this work, Reference Energy Disaggregation Dataset
(REDD) published by Massachusetts Institute of Technology
[20] is used to perform simulations. This is an openly available
dataset containing detailed power usage information from 6
houses. There are a total of 116 load profiles from all houses
consisting of averaged as well as circuit-wise breakup of
power consumption of each house. Specifically, the working
set in this study is based on the averaged meter readings.
These are labeled as “mains” in the dataset and logged in
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Fig. 3: Power consumption distribution across 7 days for house 1.

at a frequency of 1 sample per second. With such sampling
rate, 1 day smart meter reading comprises of 86400 samples.
Further, 2 mains outlet from house 1 have meter readings of
around 18 days each. Likewise, for houses 2,3,4,5, and 6,
the counts are 13,16, 19, 3, and 10 days, respectively. Thus, a
total of 158 daily load profiles are considered. Another dataset
used in the current study is based on available real smart
meter data collected at 30 seconds sampling interval. For this
dataset collection, 3 floors of a residential building have been
equipped with EM6400 metering device to capture daily power
consumption of the households. For statistical consistency, 6
such datasets are investigated in this work.

B. Data characterization model

Smart meter data is vulnerable to noise in the form of
very high usage, short interval spikes (less than 5 seconds)
due to aberrant device behavior, or user mistakes in device
operation. In order to eliminate this artifact, the spikes are
replaced with extrapolated neighboring values. Fig. 2 shows
the daily power consumption of a household for 7 days.
Histogram of daily power consumption profile is plotted in Fig.
3. It can be observed from Fig. 3 that probability distribution
function consists of multiple Gaussian components. This leads
to our intuition of GM model for the characterization of smart
meter data. This data characterization elaborates the structural
features of energy consumption data and is in general useful
for synthetic smart meter data generation. In this work, the
developed GM model is used to assess the performance of the
proposed adaptive data reduction scheme (presented in next
section) to evaluate that the structural features are preserved
during compression and transmission of smart meter data.

GM model [21] is a weighted superimposition of mul-
tiple Gaussian components. If N ii.d sample points z =
{x1,zo, - ,xn} are observed, then a k-component GM
model is expressed as:

k k
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where N(z|p;,05) = —=— i is the jth Gaussian
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component and w; is the mixing coefficient corresponding to

each Gaussian component. To specify the GM model, optimal
value of parameters k and y;, o; and w;, Vj € {1,--- ,k} are
obtained such that the likelihood of observed data given the
model parameters is maximized. The log likelihood function
is defined as:

N k
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C. Model Parameter Estimation

Optimal parameters w;, ji;, and o; are estimated using
Expectation-Maximization (EM) algorithm [22]. The algo-
rithm works iteratively such that maximum likelihood of
observed data increases with each subsequent iteration, thereby
converging to a saddle point. Each iteration consists of E and
M steps. For the start of algorithm, parameters w;, uj;, and
o; are initialized respectively to 1/k, 0, and 1. During E-
step, the posterior probability p(j|z;) for each GM component
7 is evaluated corresponding to every data point x; using
the initialized parameters. Thereafter, in the M-step, posterior
probabilities obtained in E-step are maximized with respect to
the model parameters to obtain updated values of w;, p;, and
o;. This process is repeated unless the difference between old
and new likelihood estimates falls below an acceptable error
margin which is taken as 107 in this work.

To decide the optimal number of Gaussian components
k of the GM model, Hellinger’s distance [23] is used as a
measure of goodness of fit. This metric quantifies the similarity
between two probability distributions and assumes values in
[0,1] such that a 0 is indicative of perfect similarity. As
this value increases towards 1, statistical properties of the
two distributions begin to deviate and a 1 signifies complete
discrepancy between them. The idea is to choose k such that
the value of Hellinger’s distance falls below an acceptable
threshold of 0.05 [24]. For discrete probability distributions
P = {p1,p2,-+ ,pn} and Q = {q1,q2, -, qn}, Hellinger’s
distance between them is defined as:

n
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III. DATA REDUCTION USING ADAPTIVE COMPRESSIVE
SAMPLING

In this section, an adaptive data reduction scheme based on
compressive sampling is presented. The scheme is proposed
to operate at the smart meter in order to reduce the bandwidth
requirement for transmission of individual smart meter data
while preserving the characteristics obtained in Section II.

Compressive sampling technique [25] exploits the sparsity
in a dataset to reconstruct the compressed signal from far fewer
samples than required by Nyquist sampling theorem. Let n be
the length of sample window over which data transmission
takes place. If © = {z1, 22, - ,2,} be the samples in the
data window, then x can be expressed as:

r=1f 3)
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Fig. 4: Adaptive compressive sampling for smart meter data.

where 1 is the sparse basis matrix of size n X n and f is
the column vector of coefficients corresponding to . Only m
(m < n) samples out of n in a data window are randomly
chosen for transmission. This downsizing is performed in the
interest of bandwidth saving over the communication channel.
Using (3), the transmitted samples are denoted by,

y=ox=opf “4)

where ¢ is an m X n sensing matrix. Accurate signal re-
construction from m samples map to the problem of solving
an underdetermined system of linear equations. In this work,
subspace pursuit algorithm [26] has been used to recover
the signal at the data collector. Discrete Fourier transform
(DFT) and random Gaussian matrix are chosen as sparse
basis and sensing matrix, respectively, such that incoherence
and restricted isometry property are satisfied for successful
signal reconstruction [25]. Fig. 4 shows block diagram of the
proposed adaptive compressive sampling scheme for smart
meter data reduction. Unlike the conventional compressive
sampling, where sparsity is known a priori and remains
constant throughout the execution of algorithm, in the pro-
posed scheme, sparsity s is decided for each data window
by estimating the number of DFT coefficients containing
99.99% energy of samples in the data window. It helps to
capture the rapidly varying behavior of smart meter data and is
essential in reducing the count of transmitted samples without
compromising on the reconstruction accuracy in a dynamic
environment. Accordingly, m samples to be transmitted are
randomly chosen using m = slogn.

IV. RESULTS

In this section, first the model selection in k-GM tech-
nique is discussed, followed by a comparison of proposed k-
GM model with existing data characterization models. Sub-
sequently, empirical estimation of optimum data collection
interval and comparative performance analysis with respect to
a recent competitive approach in [18] are presented. Finally,
real-time testing of Simulink based online implementation of
the system model is discussed for assessing feasibility of the
proposed adaptive compressive sampling algorithm.

A. Model Selection

As discussed in Section II, Hellinger’s distance metric
is estimated for different k values in k-GM model. Fig. 5
shows the variation of Hellinger’s distance with increasing
components in the GM model averaged over 7 daily load
profiles from house 1. It can be observed that, beyond k = 4
Hellinger’s distance consistently hovers below the threshold
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Fig. 5: Model selection using Hellinger’s distance.

TABLE I: 4-GM model parameter estimates for smart meter data

k 1 2 3 4
u; (VA) 58.053  131.50 291.20 1783.6
o; (VA) 52967 106.2834 8.001 x 10>  1.221 x 10°
w; 0.098 0.529 0.34 0.033

TABLE II: Variation of Hellinger’s distance across houses and days
for the test load profiles.

Averaged over days Averaged over houses

House  Hellinger’s distance | Day Hellinger’s distance

1 0.045 Monday 0.0348
2 0.045 Tuesday 0.0379
3 0.035 Wednesday 0.0340
4 0.038 Thursday 0.0344
5 0.048 Friday 0.0314
6 0.031 Saturday 0.0342

Sunday 0.0359

and thus gain in model fitness is considerably small. Thus,
k = 4 is chosen as the optimal number of Gaussian compo-
nents in the k-GM model. It may be noted that computation
complexity of k-GM model is O(kN?). Hence, a smaller
value of k is preferred. Other parameters p;, o;, and w; as
obtained from EM algorithm for each of the £ components are
presented in Table I. As observed from Fig. 2, the individual
plots may seem to appear quite similar due to the daily
behavioural pattern of consumers in a house, but they may vary
significantly across different houses. Consequently, parameter
estimates of the 4-GM characterization model, namely, mean,
variance, and weights of Gaussian mixture components will
tend to differ for each house. However, it has been observed
in the simulations that, despite varying user behaviour, the
proposed 4-GM model for characterization of high frequency
smart meter data remains valid. This is elaborated via Table
II, where the Hellinger’s distance between the empirical and
4-GM modelled probability density functions for different
houses averaged over all days and for different days averaged
over all houses using 151 test load profiles is presented. It
can be observed that the test load profiles support 4-GM
characterization of high frequency smart meter data with an
average Hellinger’s distance of 0.0404 for different houses
and 0.0346 for different days, both of which are within the
acceptable limit [24].
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TABLE III: Hellinger’s distance for various models against empir-
ical distribution

Distribution fits Hellinger’s distance

Normal 0.0872
Exponential 0.0866
Generalized Pareto (GP) 0.0866
Gamma 0.0832

Log normal 0.0803
Generalized extreme value (GEV) 0.0784
2 GM model 0.0725

3 GM model 0.0446

4 GM model 0.0379

5 GM model 0.0373

6 GM model 0.0370

B. Comparison with State-of-art

CDF of 4-component Gaussian mixtures is compared with
the existing data characterization models against the empirical
CDF in Fig. 6. It is clearly visible that, CDF of the 4-GM
model closely follows the empirical CDF. The corresponding
Hellinger’s distances are presented in Table III. The metric val-
ues are noted to be higher and above the acceptable threshold
of 0.05 in case of the existing data characterization models:
normal, exponential, generalized Pareto, gamma, log normal,
and generalized extreme value, thus indicating a poorer fit in
comparison with the GM model with k£ > 4. Additionally,
Hellinger’s distance remains fairly constant up to 3 decimal
places for k > 4, thus validating the choice of & = 4. This
study is repeated on 5 other household datasets at different
time spans and the same conclusion is found to be true. Thus,
daily power consumption data at 1 Hz sampling frequency
by the smart meter can be reasonably characterized by a 4-
component GM model. This data characterization will be used
to evaluate the quality of data reduction at the smart meter.

C. Optimum Data Update Interval Estimation

Signal reconstruction error is measured in terms of root
mean square error (RMSE) at the data collector. Fig. 7 presents
the variation of bandwidth saving and RMSE with number of
samples in the data window n. Here, (n — m)/n is used as
a measure of bandwidth saving. It can be observed that both
RMSE and bandwidth saving reduce with increasing values
of n, thus there exists a trade-off between them. Beyond an
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Fig. 7: Variation of bandwidth saving and RMSE with number of
samples in data window.
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Fig. 8: Reconstructed data for 10 minutes interval versus actual data.

optimum n, RMSE nearly saturates. Hence, this is the required
window size n over which data samples must be periodically
transmitted to the data collector. From the plots in Fig. 7, it
can be observed that for n > 600, further reduction in RMSE
is negligibly small. Consequently, the optimum n is selected
to be 600 samples. The corresponding bandwidth saving is
39.9%. Since the data considered in this study is sampled
at 1 Hz, n = 600 samples correspond to a data collection
interval of 10 minutes. Thus, by applying adaptive compressive
sampling and updating data at the collector every 10 minutes,
about 40% reduction in bandwidth resource requirement can
be achieved in transmission of data from each smart meter.

D. Performance of Proposed Adaptive Compressive Sampling
Algorithm

Signal reconstruction for optimum data collection interval
against the actual meter readings is plotted in Fig. 8. It can be
observed that reconstructed data closely follows the actual data
owing to a low RMSE of 0.0065. To further validate signal
reconstruction accuracy, the reconstructed data is characterized
using 4-GM model as proposed in Section II. Hellinger’s dis-
tance metric between empirical and reconstructed smart meter
data is found to be 0.0398. From Fig. 9 it can be observed
that, CDFs of the actual empirical data versus the data modeled
using 4-GM model and reconstructed data modeled using 4-
GM model are very closely matched. Table IV presents the
parameter estimates of 4-GM model for the reconstructed
smart meter data. A comparison of 4-GM parameter estimates
from Table I and Table IV reveals that the structural features of
data at the smart meter before compression are restored after
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TABLE IV: 4-GM model parameter estimates for reconstructed
smart meter data.

k 1 2 3 4

i (VA) 58 131.9 297.3 1782.9

&; (VA) 5.5633 106.4793 8.081 x 10®° 1.221 x 10°
1, 0.0991  0.5421 0.3257 0.0331

data reconstruction. Thus, bandwidth saving is achieved with
minimal information loss in the data compression process.

It may be noted that although RMSE tends to be small,
sometimes maximum difference between actual samples and
reconstructed samples could be large, especially in the data
windows having more number of spikes. Fig.10 captures
the statistics of maximum and minimum reconstruction error
per sample averaged over daily load profiles for each house
in REDD dataset. It can be observed that maximum and
minimum reconstruction error lie in the order of 10! and 1072,
respectively. It has been found in the simulations that, although
the absolute values of maximum reconstruction error are high,
with respect to actual values it corresponds to less than 4%
error across all data sets. Additionally, occurrence of samples
with large error (order of 10') in daily load profile is below
0.5% in the datasets considered in this study. Consequently,
reconstruction error is very small for most of the data samples,
hence an error order of 10! corresponding to very few samples
do not alter the structural features of dataset. It has been
validated via simulations that for every household dataset
Hellinger’s distance is under the acceptable threshold.

E. Comparative Performance Analysis

In this section, performance of the proposed adaptive com-
pressive sampling technique is compared with the competitive
resumable load data compression approach based on entropy
coding [18], which also aims at bandwidth reduction between
smart meter and data collector in the electricity distribution
network. In [18], REDD dataset with 1 second sampling in-
terval is used to demonstrate loss-less compression of high fre-
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Fig. 11: Performance comparison of adaptive compressive sampling
and the resumable data compression [18] at different data collection
intervals, with samples collected at 1 sample/sec.

quency smart meter data. A comparison of bandwidth saving
between adaptive compressive sampling and resumable data
compression using REDD data set is presented in Fig. 11. Note
that these meter readings have a decimal precision of 2. Here
bandwidth saving is a measure of relative difference between
actual and compressed batch size before transmission without
including any overhead. It can be observed that, although
resumable data compression is loss-less, adaptive compressive
sampling outperforms in bandwidth reduction with an accept-
able reconstruction error for smaller data collection intervals.
However, with increasing interval size, adaptive compressive
sampling requires more samples for data reconstruction in
order to maintain low RMSE, thus reducing the bandwidth
saving. At the optimum data collection interval of 10 minutes,
adaptive compressive sampling saves 23.7% more bandwidth
compared to resumable data compression.

It has been observed that, if an input dataset with higher
precision values is used, then simultaneously attaining high
compressive gains and lossless reconstruction with resumable
data compression is not possible. It causes either bandwidth
savings to diminish in order to maintain the precision, or
a small reconstruction error is introduced due to truncation
of meter readings to smaller precision. In Table V, perfor-
mance of adaptive compressive sampling and resumable data
compression is compared for real smart meter readings with



TABLE V: Performance comparison of adaptive compressive sam-
pling and resumable data compression at 30 second sampling interval
for different datasets.

Adaptive compressive Resumable data

Dataset

sampling compression
RMSE Bandwidth saving Bandwidth saving

#1 0.0277 22.63% -3.35%
#2 0.0574 5.75% -5.35%
#3 0.0598 27.79% 0.8%

#4 0.0683 16.58% -4.17%
#5 0.0611 16.88% -9.8%
#6 0.0437 27.58% 4.92%

TABLE VI: Performance comparison of adaptive compressive sam-
pling and resumable data compression with varying decimal precision
of input dataset at 1 second sampling interval.

Adaptive compressive Resumable data

Decimal

precision sampling compression
RMSE Bandwidth RMSE Bandwidth
saving saving
1 0.0065 39.9% 1.2x107%  27.13%
2 0.0063 39.9% 0 16.11%

TABLE VII: Performance comparison of adaptive compressive
sampling and resumable data compression with varying decimal
precision of input dataset at 30 seconds sampling interval.

Adaptive compressive Resumable data

Decimal

precision sampling compression
RMSE Bandwidth RMSE Bandwidth

saving saving

0 0.0326 26.73% 2.8x107%  19.3%

1 0.0326 26.73% 6.5x107%  12.9%

2 0.0330 26.73% 4.8x107*  2.4%

3 0.0328 26.73% 5.9x107°%  -6.3%

4 0.0324 26.73% 0 -9.3%

decimal precision of 4, and collected at the sampling interval
of 30 seconds. It may be noted that resumable data compres-
sion is based on very small consecutive value difference in
high frequency smart meter data. Increasing sampling interval
violates this condition, eventually causing compressed batch
size to exceed the actual batch size, which is signified by
negative bandwidth saving with resumable data compression
in Table V. Consequently, at 30 seconds sampling interval,
the proposed adaptive compressive sampling technique saves
around 22.4% more bandwidth at the cost of increased RMSE
as compared to resumable data compression. Further, on
reducing sampling frequency correlation between consecutive
samples also reduces, thereby deteriorating compression per-
formance. Accordingly, as compared to 1 second, bandwidth
savings for data sampled at 30 seconds interval have a mean
reduction of 20.37% and 33.26%, respectively, with adaptive
compressive sampling and resumable data compression. It is
worthwhile to mention here that, the primary objective is to
faithfully reconstruct the smart meter data at the collection
center, and it can be achieved within certain error tolerance that
is characterized by a tolerable Hellinger’s distance between
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Fig. 12: Data reconstruction with 1% corrupted samples in adaptive
compressive sampling and resumable data compression.

reconstructed data distribution and the original distribution
[24]. Hence, loss-less reconstruction, as targeted in [18], is
not absolutely necessary. From this viewpoint, performance of
the proposed adaptive compressive sampling algorithm can be
considered overall superior than resumable data compression
because of its much higher bandwidth saving while limiting
the error performance to an acceptable value.

In Table VI and Table VII, variation in performance of adap-
tive compressive sampling and resumable data compression
with increasing precision of input meter readings is presented,
respectively, for 1 second and 30 seconds sampling interval.
From both the tables, it can be observed that increasing
precision of input values does not affect the performance of
adaptive compressive sampling, as the bandwidth requirement
and reconstruction accuracy of adaptive compressive sampling
depends on the sparsity of dataset contained in 10 minutes win-
dow size, which remains unaltered with increasing precision of
input meter readings. On the contrary, bandwidth saving with
resumable data compression reduces with increasing precision
due to the compression of additional digits per measurement
value. Also, since the original meter readings are precise up
to 2 and 4 decimal places, respectively, for 1 second and
30 seconds sampling interval, small reconstruction error is
observed at lower precision values. From Tables VI and VII it
can be observed that, to achieve same reconstruction accuracy,
improvement in bandwidth saving with adaptive compressive
sampling over resumable data compression is about 12.8%
and 7.4%, respectively, for sampling interval of 1 second
and 30 seconds. Thus, unlike resumable data compression,
performance of the proposed adaptive compressive sampling
algorithm is independent of the precision of input dataset. Ad-
ditionally, compared to loss-less resumable data compression,
adaptive compressive sampling not only has higher bandwidth
saving with acceptable RMSE, it also outperforms for same
order of reconstruction accuracy in both the algorithms.

Finally, Fig. 12 compares the reconstruction performance of
adaptive compressive sampling and resumable data compres-
sion with 1% corrupted samples in the transmission window.
Respective RMSE:s are found to be 0.046 and 0.7155. It can be
observed that, in adaptive compressive sampling data is still
recoverable although at the cost of reconstruction accuracy,
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Fig. 13: Variation of RMSE and Hellinger’s distance with SNR in
adaptive compressive sampling and resumable data compression.

but the error rate with resumable data compression is much
higher and there are chances of entire message being lost,
especially when the first corrupted sample occurs earlier in
the transmission sequence. The effect of channel noise on the
reconstruction performance of adaptive compressive sampling
and resumable data compression is quantified in Fig. 13 by
considering an additive white Gaussian noise channel for data
transmission with signal to noise ratio (SNR) varying from
—40 dB to +40 dB. It can be observed that during recon-
struction using adaptive compressive sampling, Hellinger’s
distance between probability density functions of actual and
reconstructed data attains acceptable value at minimum SNR
of —10 dB. This SNR value is marked as crossover to the
tolerable noise region. The corresponding RMSE is 0.00628.
In case of resumable data compression, crossover is observed
at +25 dB SNR. Various error correction techniques can be
applied to both the algorithms, however they incur extra cost
and complexity to the system. Thus, it is remarked that noise
robustness of the proposed adaptive compressive sampling
algorithm is significantly higher, as it can reconstruct the data
with reasonable accuracy at SNRs as low as —10 dB, whereas,
with resumable data compression at least +25 dB SNR is
required to achieve same level of reconstruction accuracy.

F. Online Implementation

In this section, system level design and real-time testing of
proposed adaptive compressive sampling technique in a smart
metering framework is discussed. The schematic of system
model designed in Simulink is shown in Fig. 14. It com-
prises of 4 modules, namely, data sampling and storage, data
compression, data transmission and data reconstruction. Data
sampling, storage and compression takes place at individual
smart meters. While data is sampled at high frequency, a
buffer stores this data for optimum data collection interval
(10 minutes) before adaptive compressive sampling technique
can be applied on this batch. Subsequently, data reconstruction
module operates at the aggregation point. This procedure is
iterated for successive batches. Since transmission aspects
of compressed smart meter data is not in the scope of our
current study, perfect channel conditions have been assumed
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Fig. 14: Simulink implementation schematic of proposed adaptive
compressive sampling algorithm.
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Fig. 15: Performance of Simulink based system design in RT-LAB
for adaptive compressive sampling algorithm.

for error free transmission of compressed data in the imple-
mentation setup. The performance of the proposed system
design on Simulink has been tested in real-time using RT-
LAB on real smart meter data. RT-LAB facilitates separation
of system model into subsystems, as the metering device and
the aggregator, which are then executed on parallel target
processors running QNX real-time operating system. For real-
time execution of the proposed adaptive compressive sampling
algorithm, it is required that the compression, transmission,
and reconstruction operations on one batch of smart meter
data is completed within the optimum data update interval.
Thus, sampling time of the system is fixed at 10 minutes. It
may be noted here that, owing to batch processing, sampling
time of the proposed system is significantly higher compared
to the actual execution time of compressive sampling based
algorithms using existing VLSI technologies, which is on the
order of micro seconds [27], [28]. In Fig. 15, performance
of the proposed system model tested using RT-LAB over 5
batches is shown. Zero missed ticks were observed during
runtime, which verify the real-time simulation. It has been
observed that the performance results on RT-LAB match very
well with the Matlab simulations.

V. CONCLUDING REMARKS

To summarize, this study has sought to strike a balance
between network resource requirement and quality of service
in data intensive smart grid applications by exploiting the
sparsity of data at the smart meter. It has been demonstrated by
characterizing the smart meter data using Gaussian mixtures
that the proposed data reduction algorithm at the smart meter



can significantly reduce the data volume, thereby saving 40%
bandwidth requirement for communication between the smart
meter and the data collector, without appreciably affecting the
data characteristics. Further, from comparative analysis it is
observed that, with respect to resumable data compression
technique, the proposed adaptive compressive sampling tech-
nique is more robust to noise in transmission channel, and
for comparable reconstruction accuracy, its bandwidth saving
is 12.8% and 7.4% higher, respectively, for data granularity
of 1 second and 30 seconds. Thus, it is expected that, when
the proposed smart meter data reduction algorithm works in
unison with the data reduction algorithms at the collector,
overall bandwidth requirement for communication of data
from smart meter to control center will be considerably small.
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