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Energy-Optimized Data Transfer in Wireless Sensor Networks *
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SUMMARY  Energy efficiency is one of the most important at-
tributes in sensor network protocols. In sensor nodes, communication
related activities consume the major share of battery energy. There-
fore, judicious choice of transmit power and frame size are very im-
portant to maximize the energy efficiency and hence the lifetime of
nodes. While there have been a few recent studies on transmit power
control implementation in sensor nodes, no report has thoroughly
investigated [Comment 9] transmit power control and the effect of its
interplay with frame size on nodal energy saving.

In this paper, we report our implementation of automatic trans-
mit power control in wireless sensor nodes based on open loop pa-
rameters — namely, link layer frame size, and close loop parameters —
namely, number of consecutive positive acknowledgments and receive
signal strength. Our extensive indoor and outdoor experimental results
show that, for low to moderate transmission distances, transmit power
control has the energy saving benefit, and the larger the frame size the
more the energy saving. At a higher transmission distance or at a more
error-prone communication scenario, transmit power control as well
as a large frame size are detrimental to energy saving performance.
The results from this study could be useful in deciding power control
strategies and optimum frame length.
key words: implementation studies, automatic transmit power control,
[frame size control, open loop power control, close loop power control,
minimum energy transmission

1. Introduction and Motivation

A wireless sensor network (WSN) is an ad hoc network
consisting of a large number of small sensor nodes de-
ployed for unattended telemetry operations such as mon-
itoring physical or environmental conditions, military
applications, etc. A WSN may be deployed in an exter-
nal environment or inside a building depending on the
requirements. Sensor nodes gather mainly delay toler-
ant information from the surroundings and transfer it to
a sink. This communication may occur via single hop or
multi-hop routes through other sensor nodes. Each node
has limited battery energy, and in many deployment sce-
narios it is quite difficult or impossible to replenish the
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drained energy [Comment 2]. So, to increase the nodal
lifetime, efficient utilization of battery energy and low
power network operation are highly desirable in a WSN.
At the same time, while achieving energy efficiency, a
high network performance must also be ensured.

The ways to reduce energy consumption of sensor
nodes have been through dynamic power management
(DPM) [1-3], wherein an active node tries to remain in
a low power consuming state (e.g., sleep state) whenever
its processor detects lack of useful nodal activity, and in-
telligently turns on and off the operating system to mini-
mize the energy wastage. Such a DPM strategy is incor-
porated in the nodal hardware at the processor design
stage, and it does not have anything to do with control-
ling the RF (radio frequency) output power in sync with
the communication protocols and external environment.

Transmit power control (TPC) is naturally sug-
gested in wireless network systems because successful
communication with reduced power transmission could
help nodal energy saving. There have been a significant
volume of research literature on centrally coordinated as
well as various distributed TPC protocols and the effects
of power control on the network performance. (see, e.g.,
[4-8]). While the theoretical investigation on distributed
power control strategies are very important — especially
in a large network, implementation of TPC on the hard-
ware platforms would enable realize ground reality spe-
cific relative merits among themselves as well as with
respect to full power transmission. However, power con-
trolled data transmission is not yet implemented in cur-
rent day practice, and relatively fewer reported experi-
mental works indicate that the implementation of even
simple power control strategies are non-trivial.

In current standard practice, besides fixed
power transmission, link layer frame size is dictated
by specific applications and the transport layer pro-
tocol used, irrespective of the dynamics of the phys-
ical channel state. [Comment 3] We observe that, in
most of the typical applications inter-nodal distance is
sufficiently within a nodal communication range. Also,
intuitively, frame error rate is a function of the frame
size. Therefore, it makes logical sense to implement au-
tomatic TPC and frame size control (FSC) as a function
of nodal surrounding and receiver’s feedback, so that
some nodal energy can be saved. Accordingly, there is
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a need to be able to dynamically vary [Comment 10
the transmit power of a node based on the external envi-
ronment and also the packet size.

A few implementation studies of transmit power
control were reported recently [9-14]. While the prior
experimental studies laid an important basis of transmit
power control implementation in sensor motes, effective
energy saving per successful information unit transmis-
sion with different power control strategies as well as
without power control has not been considered so far.
Also, the relationship of energy saving, transmit power
control, and link layer frame size was not studied earlier.

In this paper, we investigate the effective energy
saving performance of two automatic transmit power
control strategies, namely binary ACK (acknowledg-
ment) based and receiver’s signal quality information
based approaches, on a Crossbow MICA?2 platform op-
erating at 915 MHz. We also study the effect of link
layer frame size on nodal energy saving in sensor nodes.
The key contributions of our experimental studies are: a)
dynamic frame size control implementation as a power
saving measure; b) implementation of optimized frame
repeat window and transmit power adaptation; and c)
investigation on the effect of joint transmit power and
frame size control in a dynamically changing environ-
ment around a given transmitter-receiver pair to mini-
mize the effective energy consumption.

Our results show that the effective energy saving
via transmit power control is a function of transmitter-
receiver distance, external environment like channel
state, and link layer frame size. In particular, we show
that, a lesser (better) energy consumption per suc-
cessful message unit is offered by a TPC up to a
certain maximum distance, beyond which the full
power transmission rather offers a lesser effective en-
ergy consumption. With variable sized frames we
further demonstrate that the detrimental effect of
large frame size in terms of increased energy con-
sumption per successful message unit transmission is
only apparent at a very large inter-nodal distance.
[Comment 1]

The remainder of the paper is organized as follows.
Prior works on TPC implementation in wireless network
nodes are surveyed in Section 2. The general strategy of
the power control experiment and changes in the system
functional modules are described in Section 3. Our TPC
implementation strategy using open loop control is dis-
cussed in Section 4. Section 5 contains the close loop
TPC implementation approaches. Field experiment re-
sults and discussions are presented in Section 6. The
paper is concluded in Section 7.

2. Related work

There have been a significant number of prior and ongo-
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ing research works on transmit power control in wireless
nodes and its various impacts. One aspect of research
has been how a power control algorithm can be applied
in a distributed coordination scenario and the impacts of
cooperative or non-cooperative power control strategies
on the network performance. Another line of work have
been various power control and channelization strate-
gies aiming at one or some of the performance crite-
ria, such as, nodal energy saving, maximizing network
life time, reducing multi-user interference, and increas-
ing network throughput. However, all these works have
been theoretical and network simulation based.

Beyond the theoretical and simulation studies, im-
plementation of basic power control strategies in wire-
less nodes, namely, WLAN (wireless local area net-
work) nodes and field sensor motes, has got some atten-
tion recently. In WLANS, power consumption measure-
ments were conducted independently on Lucent 802.11
WaveLAN cards [15] and Cisco Aeronet 4800B PCM-
CIA 802.11 WLAN cards [16], where primarily transmit
and receive power consumptions were considered and
the effect of reduced power transmission on consump-
tion was studied by manually controlling the transmit
power. Also, in [17], the variation of input current drawn
at different transmit power levels [Comment 11] was
studied on 802.11 cards by manually altering the trans-
mit power level. The utility of RSSI (receive signal
strength indication) based fine grained transmit power
control in WLAN nodes was studied by Srivastava et
al. [12]. The authors concluded by indoor experiments
that arbitrarily decided fine grained power levels may
not be beneficial in terms of energy saving. They also
proposed an on-line tunable granularity of power con-
trol depending on the work environment settings.

A few TPC implementations on wireless sensor
motes were reported in recent past. Correia et al. [9]
applied receiver’s feedback to adjust (linearly increase
or decrease) the transmitter’s output power. In the iter-
ative method, after every single reported failure power
level is increased to the next discrete higher level, and
after a few consecutive successes transmit power level
is decreased to the next lower value. On the other hand,
in attenuation based method, power control information
(PCI) is piggybacked with the data and ACK frames. For
every received ACK frame information, transmit power
is adjusted. Both approaches showed improved delivery
ratio with respect to a fixed power transmission, while
the attenuation based method showing more fluctuations
in the output power.

Lim and Wong [10] studied the relationship of
transmit power, received signal RSS, and packet recep-
tion rate (PRR) on a Crossbow MICA?2 platform at 315
MHz operating frequency [18]. Their results reiterate
that besides RSS, the channel noise and interference sig-
nificantly affects the PRR. Their results also indicated
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that, as the transmitter-receiver distance is increased
and the signal transmission power is reduced, the
channel between the transmitter and the receiver be-
comes increasingly asymmetric, i.e., the link error
probability in the forward direction becomes differ-
ent from that in the reverse direction. [Comment 4

Lin et al. [11] applied RSSI or LQI (link qual-
ity indication) based power controlled transmission on
Crossbow MICAz motes, where the RSSI information
to different neighbors are collected a priori via broad-
cast beaconing to its local neighbors. Through experi-
ments they demonstrated that the RSSI/LQI information
is sufficiently suitable for adaptation in TPC. During the
actual data frame transmissions RSSI/LQI table is con-
sulted to set an appropriate transmit power level.

Kim et al. [13] proposed an on-demand TPC ap-
proach which does not require to store in advance the
LQI of all neighbors. Instead, from the initial data and
ACK frames the transmit power level is gradually ad-
justed. This approach also allows to accommodate dy-
namic nature of wireless link quality, thereby avoiding
the potential problem of using stale LQI information.

Park et al. [14] proposed three variants of power
control algorithms, namely adaptive multiplicative in-
crease and additive decrease (MIAD), packet error rate
(PER) based, and simple channel model (SCM) based.
As the control inputs, adaptive MIAD approach uses re-
ceiver threshold, desired PRR, current PRR, and RSSI;
PER approach uses PRR and RSSI; SCM uses receiver
threshold, desired PRR, and RSSI. The protocol perfor-
mance was tested with respect to PRR and power saving
factor per transmitted packet, where power saving factor
was defined as the ratio of maximum transmit power and
the average controlled (reduced) transmit power.

Overall, although some variants of TPC implemen-
tation have been reported in recent past, none have quan-
tified the effective energy saving (i.e., energy consump-
tion per successful Byte transfer) with or without power
control under different channel conditions. Moreover,
a study on the effect of distance and frame size on the
optimum transmission power has not been reported.

3. General approach to implementation

Our experimental studies were carried out using MICA?2
motes having extended communication range CC1000
RFIC operating at 915 MHz.

3.1 Experimental setup

Fig. 1 shows the experimental setup where there are two
MICA2 (MTS400) motes communicating at 915 MHz
band. TinyOS is the operating system used to handle the
hardware. One of the motes connected to a computer
through a gateway circuit receives the packets transmit-
ted from another mote.

Listen tool

on
Windows XP

RS-232 cable

MIB510 gateway

Wireless link

51 pin expansion connector

Fig.1 Experimental setup.

3.2 Software details

On the TinyOS platform, we have developed an appli-
cation called PowerControlM for controlled power
transmission of frames, and modified the TOSBase ap-
plication for reporting the received frames. These ap-
plications communicate at 914.077 MHz which was en-
sured by setting the parameter in MakeXbowlocal
module as:

CFLAGS = DCC1K_DEFAULT_FREQ
= CC1K.914_077MHZ

3.2.1 Power control application

The developed module (PowerControlM) transmits
a random sized packet at a regular interval, say, every
10 ms, at a controlled power level as dictated by the
look-up table (to be elaborated in Section 4). Its in-
teraction with the other components is shown in Fig.
2. PowerControlM is connected to the following

StdControl

RandomNumber RandomLFSR

Fig.2 Component level view of power control application.

main components: GenericComm, LedC, TimerC,
CC1000ControlM, and RandomLFSR. We have de-
veloped RandomLFSR module that generates a random
number, which is taken by GenericComm as the pay-
load size and transmitted periodically, with an interval



set by TimerC. For every frame sent, LedC is blinked.
CC1000ControlMmodule was added that decides the
RF power of the transmitted frame.

The PowerControlM module was further modi-
fied in the closed loop power control, depending on the
chosen inputs for message transmission with controlled
power and frame size.

3.2.2 TOSBase application

TOSBaseM is a TinyOS application that receives the
frames through the radio channel and sends to MIB10
board which acts as a gateway to forward to the receiver-
end computer via RS-232 Interface. Its component level
interaction with the other modules is shown in Fig. 3.
The modifications in this module allow display of re-

StdControl ByteComm

Fig.3 Component level view of TOSBase application.

ceived frames along with its error status in hex format.
For closed loop power control purpose, it also gener-
ates an ACK for every received frame. The format of
ACK was modified to accommodate the RSSI informa-
tion along with the status if the received frame, which
can be used at the transmitter to decide on a suitable
power level for the subsequent frames.

Using the developed and modified functional mod-
ules, we conducted the experiments. To achieve the ob-
jective of energy efficiency through TPC and FSC, and
thereby reducing the waste of network resource, we fol-
lowed a modular approach. We divided the task into
two steps namely, open loop power control (OLPC) and
close loop power control (CLPC), which are explained
in the following sections.

4. Implementation of open loop power control

In OLPC, the transmit power is varied without any
knowledge of its external environment, including its de-
sired receiver’s state. That is, the transmitter does not
use any feedback information from the receiver. The pri-
mary objective of this phase of experiment is to demon-
strate that the transmitter node can automatically choose
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a transmit power as a function of some variable param-
eter, e.g., its internally-generated payload size. To this
end, we note that for a given (fixed) wireless channel
condition and transmitter-receiver distance, i.e., for a
given bit error rate (BER) py, the frame error rate (FER)
py is a function of the frame length L (bits). For sim-
plicity of understanding, if we assume that all bit errors
occur independently and at least one bit error in a frame
leads to the frame error, then p;, and p are related as:

pr=1-(1-p)"
Thus, for a given py, a frame of length L will be more
error prone than a frame of smaller length Lo, i.e.,

Df > Dy, if Ly > Lo.

It may be noted that the above simple BER-FER rela-
tionship does not hold in practical implementations be-
cause the frames are protected by CRC (cyclic redun-
dancy check) bits, and in wireless channels bit errors
generally occur in bursts.

To include the effect of frame size, for a certain
fixed value of tolerable FER and a fixed distance to the
receiver, we generated a look-up table of transmit power
for different frame size. To this end, MICA2 motes of-
fer 22 possible power setting ranging from —20 dBm to
5 dBm. For our OLPC experiment, we chose 8 discrete
power levels. Table 1 shows the look-up table for a fixed

Table 1  Look-up table of transmit power for different pay-
load size

Payload Size (Bytes) | Transmit Power (dBm) [Hex]

5—10 —11[0 x 08]

11 -15 —09 [0 x 0B]

16 — 20 —05 [0 x 40

21 —25 —02 [0 x 60

26 — 30 010 x 80]

31 —-35 402 [0 x BO

36 — 40 403 [0 x CO

11— 45 105 [0 x FF]

distance of 10 meter in the laboratory room setting and
a tolerable FER value 0.01 at the receiver. The table was
generated by randomly transmitting 10, 000 packets of
payload size between 5 Bytes and 45 Bytes and identify-
ing from a predefined set of discrete levels the minimum
allowed transmit power that achieves the desired FER.
After generating the look-up table, the frames were
generated with a payload size randomly varying be-
tween 5 Bytes and 45 Bytes. It was then verified whether
for every frame generated the transmitter sets a suitable
transmit power using the look-up table. Table 2 shows
some sample data of FER measurement using OLPC.
Thus, in this phase the transmitter’s automatic
power control capability was implemented, albeit for
some arbitrarily chosen frame size. The same frame



REDDY et al.: JOINT CONTROL OF TRANSMIT POWER AND FRAME SIZE FOR ENERGY-OPTIMIZED DATA TRANSFER IN WIRELESS SENSOR NETWORKS

Table 2 Measured FER versus payload size.
Payload Size (Bytes) FER
10 0.0092
21 0.0095
Uniformly random in [5, 45] | 0.0084

generation module was later used in the CLPC for gen-
erating frames of payload size varying between 30 Bytes
and 240 Bytes, as allowed in the Crossbow motes [18].
However, the required power level (from the chosen 8
discrete values shown in Table 1) was chosen as per the
receiver’s feedback, as discussed in the next section.

5. Implementation of closed loop power control

In this phase, transmission power of the transmitter was
automated based on dynamically changing the distance
and the external environment. Unlike the open loop
method, here the transmitter gets feedback from its re-
ceiver about the reception quality (in terms of binary
ACK or RSSI) and accordingly sets its transmission
power for the subsequent frames.

A half-duplex communication between the trans-
mitter and receiver is established using stop-and-wait
protocol, where it is implicitly assumed that the sensor
application is delay tolerant. To successfully transmit a
frame of a given size, the frame is simply retransmitted
until it is correctly received. The following performance
criteria were used:

Definition 1: The network performance criteria is
measured as frame throughput, defined as the probabil-
ity of successful transmission of a frame.

Note that, if the frame size is varied, the defined
throughput measure does not quantify the superiority of
a transmission protocol with respect to its energy effi-
ciency. It is thus an interim performance measure.

Definition 2: To quantify the delay tradeoff asso-
ciated with power control irrespective of frame size,
the actual information delivery rate is measured as
link layer goodput (in bps), defined as the rate at
which a protocol can successfully deliver the infor-
mation bits to the receiver.

Let the transmission rate of the radio transmit-
ter be R bps, data frame length be D Bytes, ACK
frame length be A Bytes, and p; be the success prob-
ability in each attempt. With unlimited number of
retries and ignoring the delays due to signal propa-
gation and additional waiting for timeout, the time
taken to complete a successful data frame transmis-
sion is: %. With the payload size of P Bytes in

s
a data frame, the goodput is: %.

Note that, the goodput measure inherently ac-
counts for the retransmissions due to loss of frames.
However, a higher goodput performance does not im-
ply a higher energy saving.

Definition 3: The energy saving measure is de-
fined as the total energy consumed at the transmitter-
receiver pair per successful payload Byte (excluding
header and CRC bits) — called energy per successful
payload Byte (EPSPB), which accounts for the con-
sumption due to retransmissions and idle listening.

Denote V' as the operating voltage of the sen-
sor nodes, and /; and I, respectively, as the trans-
mit and receive current consumptions, where I; can
vary at different transmit power. Following the nota-
tions for goodput expression, the EPSPB is: %PT;‘:‘) .
V(I + I,.).

The EPSPB uniquely determines the energy sav-
ing quality of a transmission protocol, which can be
used to compare the protocol performance at any
frame size. [Comment 1

5.1 Effect of a chosen power control Algorithm

We have implemented and studied the energy saving
performance of three link layer transmission protocols
with varying frame size: full power transmission, auto-
matic TPC with binary ACK (modified PCI approach
in [9]) — called Linear Increase and Linear Decrease
(LILD) algorithm, and automatic TPC with RSSI feed-
back ( [9, 11, 13]) with optimized waiting parameters
— called attenuation method. Close loop performance
of the implemented protocols were observed in differ-
ent external environments and by varying internodal dis-
tance. Note that, while the basic close loop power con-
trol approaches adopted here were studied earlier, our
contribution has been to implement them in dynamic re-
ceiver conditions, tuning the parameters for improved
energy saving performance, and evaluating their relative
merits in terms of energy saving performance with dif-
ferent frame length.

5.1.1 Full power transmission

This algorithm does not use power control. The only
implementation issues here are to generate frames of
variable size and effecting the stop-and-wait protocol.
In this mode of transmission, the transmitter transmits
a frame with maximum power and waits for an ACK.
In case of an unsuccessful transmission, the frame is re-
transmitted after a timeout, and the process is repeated
until an ACK is received. A successful transmission is
followed by the next frame transmission.

5.1.2  Attenuation based power control

In this algorithm the transmitter sets a transmission
power for the next frame by observing the RSSI value
from the receiver (achieved by modifying the TOSBase
application), such that a desired signal strength at the

5



receiver is maintained. In our experiment, by trials
we chose —85 dBm as the receive threshold that of-
fers about 1% FER. If the RSSI is less than the thresh-
old value, the transmission power is increased to the
next discrete level. To reduce a fluctuating error per-
formance, instead of changing the power at the first in-
stance of reported reduced RSSI (as done in [9]), the
transmitter waits for 3 consecutive such instances.

5.1.3 LILD approach

It is a heuristic algorithm which dynamically changes
the transmission power depending on successful recep-
tion of previous frames. In this approach, the RSSI in-
formation is ignored; rather the number of successive
positive/negative ACKs is used to decide on the future
transmit signal strength. As in case of attenuation based
method, to avoid ping pong effect in power controlled
transmission, we chose 10 number of consecutive suc-
cessful transmission of frames to decrease the transmit
power by one level. To effect quick error recovery, a
single failure of frame delivery results in increasing the
transmit power by one level.

5.2 Effect of frame size

Since, for a given transmit power, frame error loosely
depends on frame size, an optimal value frame size may
offer a better energy saving measure. Thus, for a fixed
distance between the transmitter and receiver and a fixed
BER value, an optimal frame size may give better net-
work performance in terms of energy consumption. Ac-
cordingly, the effect of frame size was studied in all three
power control transmission protocols.

6. Results and discussion

We performed the experiments in indoor as well as out-
door environments. For studying the effect of frame
size on EPSPB, the total payload size was kept constant
at 8000 Bytes. Accordingly, the number of frames to
be delivered varied depending on the payload size per
frame. Readings were taken at different distances and
with different payload size. Each experiment was re-
peated three times and average of them were taken.

We first show the frame error performance with-
out and with power control. Then the goodput per-
formance is shown as a delay measure of the link-
layer transmission process. Finally, the EPSPB per-
formance and time response plots are presented, to
evaluate the energy saving performance of the trans-
mission protocols. [Comment 1

To compute the goodput, note that, the trans-
mission rate of MICA2 motes operating at 915 MHz
is 38.4 kbps. The header length of a data packet is 5
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Bytes and the CRC is 2 Bytes long. Thus, for a pay-
load of size P Bytes, the link layer data frame length
is (P+7) Bytes. The ACK frame size is 6 Bytes, which
can ensure binary as well as analog (RSSI) feedback
from the receiver. Since the transmitter-receiver dis-
tance is short (maximum up to 270 m, as found in
our experiments) and the transmission rate is low,
the propagation delay is negligible compared to the
data/ACK transmission delay, and hence it is ignored
in computing the goodput. The receiver acknowl-
edges immediately after receiving a packet, and the
timeout for retransmission is set nearly as the sum of
data and ACK transmission times. Accordingly, the
time spent in one frame transmission attempt is the
sum of data and ACK transmission delays.

To compute the EPSPB, the operating voltage
(V) was taken 3 Volts, as the nodes are run by two
AA batteries. The current consumption values at
receive mode and transmit mode at various power
levels were taken from the Crossbow MICA2 data
sheet [19]. [Comment 1

6.1 Indoor performance

For indoor experiments we placed two motes in a long
corridor, with a fixed height of 110 cm from ground level
S0 as to have a line-of-sight between the two motes.

6.1.1 Frame error performance

Figs. 4 to 6 show that, expectedly the frame error perfor-
mance with full power point-to-point transmission is the
best (which may not necessarily be true in a general net-
work environment, in presence of other interfering trans-
mitters). On the other hand, between the two power
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Fig.4 Indoor: Frame error performance versus payload size.
Transmitter-receiver distance 5 m.

control methods, the attenuation based method per-
forms poorer than the LILD beyond a very short dis-
tance. [Comment 5

While the frame error rate is indicative of retrans-
mission requirements, a related but closer measure of
delay performance is goodput. In the following, we
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present the relative results on link layer goodput perfor-
mance.

6.1.2 Link layer goodput performance

Figs. 7 to 9 show the relative goodput performance
versus payload size in the indoor environment.
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Fig.7 Indoor: Link layer goodput versus payload size.

Transmitter-receiver distance 5 m.

As observed in the frame error performance results
(Figs. 4 to 6), at very low transmitter-receiver dis-
tance, the relative goodput performances are nearly
identical. At higher distances, full power transmis-
sion offers a rather better performance, as also an-
ticipated from the frame reception ratio plots. In
all cases, at a small payload size the overhead be-
ing high, the payload bit transfer rate is low - even
though the frame reception ratio is high. Again at
very large payload size, a lower frame delivery suc-
cess rate pulls down the goodput. [Comment 1, 8(b)]
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Fig.10 Indoor: Link layer goodput versus transmitter-
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The effect of transmitter-receiver distance on
the goodput performance is further demonstrated
in Fig. 10, which shows that, the performance de-
creases as the distance increases. At a very low dis-
tance, since power control plays very little role, all
approaches have nearly the same goodput perfor-
mance. With the power control comes into effect at
a moderate distance, a higher frame loss rate causes
a lesser goodput compared to fixed power transmis-
sions. [Comment 1

In telemetric sensor network applications possibly
a more important performance parameter is average en-
ergy spent per successful information unit transmission,
which is studied next.

6.1.3 Effective energy consumption per unit success
Figs. 11 to 13 show how the frame size affects the effec-

tive energy consumption. Observe that, up to a moder-
ately large distance increasing the payload size from 30
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Bytes to 240 Bytes has an effect of decreased EPSPB in
all the three methods. At very short distances, attenua-
tion based power control algorithm performs better. But
at longer distances attenuation method becomes more
error prone because RSSI based power control becomes
less reliable, and hence it requires frequent retransmis-
sions. At moderate distances, LILD method performs
better among the three. The Full power algorithm gives
the worst result in all cases except at a very long distance
(270 m), where it outperforms the other two algorithms
as they consume more energy due to retransmissions. It
is also observed that at very long distances, the optimum
payload size (210 Bytes) is quite higher than the default
maximum payload size (128 Bytes).

A cross-examination of the results in Figs. 7 to
9 reveal that, although the reception quality and corre-
spondingly the goodput with full power transmission is
always better, unless the transmitter-receiver distance is
very large, effective energy requirement per successful
transmission with full power transmission is higher than
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the power controlled transmission approaches.

Fig 14 shows the effect of distance on the EPSPB.
With full power transmission, the consumption is nearly
steady, which is quite intuitive as it uses maximum
transmission power and the number of retransmissions
are nearly the same expect at a very long transmitter-
receiver distance. The results indicate that, at moderate

x10~

d
«

-¢-LILD
—©— Attenuation

=+ Full power

0 50 100 150 200 250 300
Transmitter-receiver distance (m)

Energy per successful payload Byte (mJ)

Fig.14 Indoor: EPSPB versus transmitter-receiver distance.
Payload size 240 Bytes.

transmitter-receiver distances LILD is effectively more
energy efficient. These results also demonstrate that, at
very high distance or in a much error prone situation, full
power transmission offers overall more energy saving.

6.1.4 Time response

As observed in Fig. 15, LILD has a poorer performance
over the attenuation method in terms of stability, al-
though LILD offers lesser effective energy consumption
with respect to the attenuation algorithm.
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Fig.15 Indoor: Time response for a receiver distance 50 m
and payload size 30 Bytes.

A similar fluctuating performance trend with LILD
is observed with a different payload size (90 Bytes) and
at a larger distance (180 m), as depicted in Fig. 16.
It can be additionally noted that, average power used
per transmitted frame in LILD is a little higher than
[Comment 6] that of the attenuation based method.

Thus, despite the fact that the energy consump-
tion per unit success in LILD method is lower (see
Figs. 12 and 13), with respect to stability, even in
a static environment, the inherent property of LILD
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does not allow the transmitter to settle at an optimum
transmit power. This implies that, in a network, the
interference scenario at the neighboring nodes will
be continually changing even if the status of the com-
municating node pairs do not change, thereby lead-
ing to more unpredictable packet errors than that in
the attenuation method. [Comment 7

6.2 Outdoor performance

For the outdoor measurements, we set up experiments
in an open sports field. The readings were taken at night
times so as to minimize the fluctuations due to human
and other moving obstacles. In the outdoor setting, the
maximum transmission distance was found to be about
90 m with a high FER (up to 30%). All the experi-
ments of indoor were repeated for outdoor case also, but
only limited results are shown to avoid repetition. Since,
as in the indoor environment, the FER performance is
accounted in the link layer goodput performance, the
goodput versus payload size plots are omitted. More-
over, the transmit power fluctuations with time in the
outdoor setting has a similar trend as in the indoor, and
hence the time response plots are also omitted here.

6.2.1 Frame error performance

Figs. 17 and 18 show the frame error performance with-
out and with power control methods at different receiver

distances. The performance of attenuation method
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is observed to deteriorate with increased distance, al-
though it is better than the LILD method at a low dis-
tance. The other observations from indoor measure-
ments also apply here.

6.2.2 Link layer goodput performance

The goodput versus transmitter-receiver distance
shows that, although at a low distance the atten-
uation method performs a little better than LILD,
as the distance increases, it deteriorates fast. Also,
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Fig.19  Outdoor: Goodput performance versus receiver dis-
tance. Payload size 240 Bytes.

the full power transmission has a higher goodput.
[Comment 1]

As in the indoor studies, below we now look into
the energy saving performance.

6.2.3 Effective energy consumption per unit success

As shown in Figs. 20 and 21, the effect of payload
size has been similar as in the indoor setting, except
that LILD performs better until a large payload size. As
noted in Fig. 17, although at a lower receiver distance
LILD has a higher frame error rate, Fig. 20 indicates
that its energy saving performance is equally good as
the attenuation method.

Overall, we observe that for smaller distances ir-
respective of the environment, the optimal payload size
is 240 Bytes, which is the maximum size possible for
MICA?2 motes and it is certainly higher than the default
maximum payload size (128 Bytes). At higher distances

9
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the optimum payload size found to be 180 Bytes, which
is slightly lesser than the maximum value.

The effect of transmission-receiver distance on the
power control performance is severe. As shown in Fig.
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22, beyond a moderate distance of about 60 m, power
control algorithms has so high failure rates that the over-
all energy consumption with power control schemes su-
persede that with no power control.

6.3 Remarks

For implementation of automatic joint TPC and
FSC in sensor nodes, similar to the discrete trans-
mit power levels, a table of possible link-layer pay-
load size can be incorporated at the PowerControlM
module of the transmitter. For a given transmitter-
receiver setting, the TPC and FSC can be imple-
mented in two stages. Since TPC has a higher influ-
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ence on nodal energy saving (EPSPB), with a nomi-
nal frame size and optimum transmit power level can
be first decided. The nominal frame size can be pro-
grammed depending on the working environment of
the sensors. For example, as noted from our exper-
imental findings, in the indoor environment, the op-
timum payload size is about 210 Bytes, whereas that
in the outdoor setting is about 180 Bytes. After the
initial transient phase of power control, further tun-
ing on the optimum frame size can be performed.
In a mobile environment, given the automated TPC
and FSC capabilities, the transmitter would auto-
matically reconfigure itself to a new transmit power
and frame size as the working environment changes.

[Comment 8(a)]
7. Conclusion

In this work, our aim was to study experimentally the
effective energy consumption properties of wireless
sensor nodes with and without [Comment 12(a)] trans-
mit power control and at different payload size. Our
experimentations on Crossbow MICA2 platform have
shown that the nodal energy consumption not only de-
pends on the transmitter-receiver distance but also on the
surrounding environments and frame size.

Qur studies on goodput performance indicated
that, full power transmission always offers a higher
goodput, albeit generally at the cost of more energy
consumption per unit success. In other words, con-
trolled power transmissions offer the benefit of lesser
effective energy consumption, but with a delay trade-
off.

We have also shown that, beyond a short
transmitter-receiver distance, receiver’s binary acknowl-
edgment based power control strategy outperforms the
RSSI based power control in terms of energy consump-
tion per successful unit payload. However, the binary
acknowledgment based approach has a higher variabil-
ity in transmit power level. Our results also indicated
that, at a very large distance it is rather energy efficient
to transmit at full power.

Further, we have demonstrated that, although the
frame error rate slightly increases with the increased
frame size, up to a moderately large distance the effec-
tive energy saving is still high with the largest possible
payload size, which is 240 Bytes in MICA2 motes. At a
large distance, a payload size slightly smaller than the
maximum [Comment 12(b)] offers a higher energy sav-
ing. Specifically, in an indoor environment the optimum
payload size is found to be 210 Bytes and in an outdoor
setting it is 180 Bytes — both of which are higher than
the default maximum payload size in MICA2 motes.

The results from this study could be useful in decid-
ing power control strategies and optimum frame length.
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