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cDIP: Channel-aware Dynamic Window Protocol
for Energy-efficient IoT Communications

Priyadarshi Mukherjee and Swades De

Abstract—Energy efficiency plays a critical role in widespread
deployability of IoT applications. While there have been some
prior studies on channel-adaptive communication strategies, these
approaches do not fully exploit the channel knowledge on
increasing energy efficiency in link-layer communications. In
this paper we consider point-to-point IoT communication over
wireless channel. We propose a generalized channel-aware link-
layer communication strategy that exploits temporal variations
of the communication channel to improve on energy efficiency.
Specifically, we propose a generalized channel dependent com-
munication strategy that just depends on rate of variation of
the channel and not on its underlying fading distribution. We
utilize this generalized information on channel state variation in
dynamically deciding on the transmission and waiting windows
in link-layer transmission, which gives significant benefits in
terms of system throughput as well as energy efficiency by
optimally using the good channel states and avoiding redundant
transmission of acknowledgements. Our analytical claims and
numerical results are verified through extensive simulations.
Our numerical results further demonstrate that, the proposed
dynamic window protocol offers a significant gain of about
40% in terms of data throughput and about 41% in terms of
energy efficiency in comparison to its nearest competitive existing
benchmark scheme.

Index Terms—Channel-aware link-layer communication, tem-
poral correlation, dynamic window protocol, energy-efficiency

I. INTRODUCTION AND BACKGROUND

In recent years there has been a significant growth of interest
on Internet of Things (IoT) and wireless sensor network
(WSN) applications. According to Ericsson [1], global Internet
traffic is expected to increase by nine times by the year 2022,
and the IoT devices are projected to increase at a compound
annual rate of 21% during this period. To support this escalat-
ing Internet traffic, energy consumption of the wireless devices
is also expected to increase sharply. However, since large
energy demand is unaffordable in many wireless deployment
scenarios, high energy consumption of the wireless nodes
is expected to be a major factor in widespread adoption of
IoT and WSN deployment feasibility. As a result, relevance
of energy-efficient and green communications has increased
significantly [2], [3].

Limited energy resource of the field nodes in IoT and WSN
applications necessitates that the energy be used prudently.
In context of delay-tolerant transmission applications over
licensed wireless channel as well as cognitive radio chan-
nels, various link-layer and medium access protocols have
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been proposed that account for the dynamic wireless channel
conditions. However, yet the role of time-varying wireless
channel has not been sufficiently exploited. Intuitively, proper
utilization of the channel knowledge can help in judiciously
deciding the transmission timing as well as the duration of
channel utilization, thereby improving on both data throughput
as well as energy efficiency.

In this work, we focus on the point-to-point communication
from a battery-constrained wireless node to a receiver over a
pre-assigned channel. We relook at the data transmission strat-
egy and investigate the optimum usage of temporal variation
of the channel condition for improved link-layer performance.
We propose to modify the conventional ARQ protocol for
short-range wireless communications, wherein waiting and
transmission windows are dynamically decided for data trans-
mission, which also does not require acknowledgement for
all data frames thereby improving channel utilization as well
as energy saving at the nodes. Since the proposed strategy
does not require feedback for every data frame, it is of
high relevance in low-power applications, such as battery-
limited IoT communications, WSNs, and wireless-powered
communication networks [4].

A. Prior Art and Motivation

In order to deal with the channel errors arising due to
multipath fading, there broadly exists two categories of link-
layer error control schemes, namely, automatic repeat request
(ARQ) and forward error correction (FEC). In communica-
tion scenarios in dynamic channel conditions, where delay
requirements are not strict, ARQ appears to be a better option
compared to FEC. Conventional ARQ schemes are further
classified into Stop-and-Wait (SW), Go-Back-N (GBN), and
Selective-Repeat (SR). It is important to note that all of
these basic link-layer ARQ strategies operate oblivious of the
wireless channel conditions.

Lu and Chang [5] investigated these basic ARQ protocols
in the context of correlated channel errors. Li and Zhou [6]
characterized the transmission mechanism of SR protocol in
terms of a discrete-time Geom/G/1/∞ queue model. Cloud
et al. [7] proposed a coded generalization of SR protocol in
order to improve application layer performance. Chakraborty
et al. [8] looked into adaptive GBN protocol by using Gilbert-
Elloit model of the wireless channel. Ausavapattanakun and
Nosratinia [9] studied the throughput of GBN protocol in
block fading scenarios. Pimentel and Siqueira [10] presented
the analysis of GBN protocol in the context of finite state
Markov Rician fading channels.
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SW protocol finds its application in various short-range
communication scenarios, such as, telemetry and IoT net-
works, which require protocol simplicity and high energy effi-
ciency. Benelli and Garzelli [11] proposed a few modifications
in the classical SW protocol for the purpose of achieving
higher throughput. De Vuyst and Bruneel [12] investigated
SW protocol with temporally correlated errors. Li and Zhao
[13] looked into the resequencing buffer behaviour of SW
protocol in a multichannel communication scenario. However
in all these link-layer data transmission strategies, energy is
wasted in futile attempts of data transmission even when the
channel is in deep fade.

Adaptive modulation and coding (AMC) [14]–[16] has been
a fairly well-investigated topic in the context of achieving high
link-layer throughput even in presence of fading. In AMC,
there exists a provision (mode 0) of not sending any data
payload when the channel is in deep fade. But energy is still
wasted in mode 0 under severe channel condition, because
feedback from the receiver is required in each time slot to
decide the mode of data transmission.

On the other hand, there has been some research in the
direction of channel-aware link-layer retransmissions [17]–
[22]. Guth and Ha [17] proposed a feedback-dependent policy,
in which the transmitted frame size is based on the number
of consecutive successes and retransmissions. Minn et al. [18]
proposed to count the successive number of ACKs (acknowl-
edgements) or NAKs (negative ACKs) for determining the
channel status to let the system configure its transmissions
accordingly. Zorzi and Rao [19] proposed a probing-based
retransmission approach in GBN and SR, where the trans-
mitter sends probing signals at regular intervals upon a NAK
reception until it receives a probing ACK. As it can be seen,
the channel parameters did not have any impact on the probing
interval duration. De et al. [20] proposed various channel
adaptive variants of the SW protocol that aim at reducing
the chances of blind retransmissions when the channel is
unsuitable for data transfer. Moon [21] suggested the concept
of predetermined channel sensing intervals, where data trans-
mission takes place only if the channel state is found above a
certain threshold, or else the channel is sensed again after the
channel coherence time interval. Beyond the studies in [17]–
[21], a recent work by Mukherjee et al. [22] evaluated the
optimum waiting interval in link-layer retransmission based
on the current channel state and long-term channel statistics,
which showed improved throughput and energy efficiency.

In context of dynamic spectrum access Agarwal and De
showed, for energy-optimized point-to-point communications,
as in battery-constrained IoT and WSN applications, having a
pre-assigned channel works better than letting the transmitter
switch around multiple channels [23], [24]. Further, in single-
channel access scenario they investigated optimum waiting and
transmission durations for improved secondary user perfor-
mance within a guaranteed limit of primary interference.

Motivated by the observation in [23], we consider that the
miniature IoT/WSN transmitter node is equipped with pre-
assigned wireless channels, which a node intend to maximally
use while minimizing the energy consumption. Our work is
aimed at complementing the prior studies in [17]–[22]. We

note that, while the basic objective of exploiting the wireless
channel dynamics has been appreciated by several researchers,
there is a significant scope of improving the transmission
performance by dynamically deciding on the optimum trans-
mission and waiting windows as well as by avoiding unneces-
sary acknowledgement (ACK) transmissions. Specifically we
argue that, beyond the studies in [19]–[22], by considering
dynamically optimizing the transmission window along with
the waiting window and by controlled ACK transmission,
an overall higher transmission performance is expected. Our
analysis in this work is significantly different from that in [24],
which considered optimized channel utilization in presence
of primary users, and also the focus was not fading channel
characterization and its exploitation.

B. Contributions

Observing the lacuna discussed above, we investigate the
usage of temporal variation of the wireless channel and
propose a dynamic transmission and waiting window based
protocol, which we call cDIP. The specific contributions and
features of this work are highlighted below:
• A channel-dependent analytical framework is proposed

for calculating the probability of signal strength staying
above a given threshold for a given time interval.

• We formulate an optimization problem for calculating
the time duration over which the channel will continue
to remain above a threshold, given that it is currently
above the threshold. Consequently, a minimal complexity
algorithm is proposed to solve the optimization problem.

• With the optimum interval estimate, a channel-aware dy-
namic window size based link-layer protocol is proposed.
Our results demonstrate that the data throughput and
energy efficiency of the proposed protocol is respectively
about 40.18% and 41.29% higher in comparison to its
nearest approach.

• However, the performance gain in cDIP is at the cost of
some extra overhead in terms of extra bits in the selective
ACK/NAK (negative ACK) packets for conveying the
current channel state information. Specifically, our results
show that, about 6 bits in an ACK/NAK packet is required
in the proposed cDIP as opposed to binary ACK in the
conventional channel-oblivious link-layer ARQ protocols.
Also, as in the SR protocol, receiver has to maintain a
re-sequencing buffer [25] in order to tackle the frame re-
ordering issue, so that the correctly received data frames
can be orderly delivered to the higher layer.

To the best of our knowledge, cDIP is a novel approach
that intelligently adjusts the data transmission timings, which
has not been explored earlier. It is important to note that,
the transmission/waiting window size depends on the temporal
variation of the channel, but at the same time it does not
require the knowledge of the underlying fading distribution.
Dynamic estimation of transmission window also entails that,
unlike the conventional SW ARQ protocol (as in [19]–[22]) it
does not require ACK for every data packet. Also, quality of
estimation of transmission and waiting windows imply that
the probing packets during the waiting phase (as in [19],



3

[21]) are not necessary. By virtue of channel-aware dynamic
transmission and waiting windows in cDIP, the proposed
approach is different from the conventional SR protocol.

C. Significance

Results presented in the paper demonstrate the importance
of cDIP in energy-constrained scenarios where longevity of
field nodes is very critical. This work, providing insight
on role of channel in determining the transmission as well
as waiting interval, can also be extended to heterogeneous
communication systems, where various applications require
different channel conditions for operation.

The channel-aware protocol cDIP proposed in this paper
is useful in a variety of emerging IoT applications where
continuous stream of (possibly accumulated) data transmission
over larger batches are practiced. Some examples are, smart
meter data transmission to a nearby aggregator [26] data
communication from a Phasor Monitoring Unit to a nearby
access point or base station in smart grid networks [27]–[30],
mobile infotainment and other vehicular communications [31],
[32], mobile sink based field data aggregation for pollution
mapping and other smart city and surveillance applications
[33], [34], and mobile multimedia streaming content upload
from smart gadgets in social networks [35], [36]. These IoT
and smart mobile applications being mostly semi-real-time
or sometimes delay-tolerant, intelligent decision on CTI and
CWI for content transmission/ upload are expected to offer
meaningful communication and device energy resource saving.

D. Paper Organization

The remaining paper is organized as follows. System model
and the proposed protocol are described in Section II. In Sec-
tion III first the concept of temporal derivative of the signal is
introduced, which is followed by the determination of the op-
timum transmission interval for continuous data transmission.
Section IV discusses the proposed protocol performance and
accordingly an optimization problem is formulated that aims
at maximizing the energy efficiency of the system. Section
V discusses the numerical results, followed by concluding
remarks in Section VI.

II. SYSTEM MODEL AND PROTOCOL DESCRIPTION

A. System Model

We consider link-layer communication between a IoT wire-
less node pair in mobile environment, where data frames are
always available at the transmitter (Tx) for transmission [19].

The system is assumed slotted, with slot duration Ts sec.
It is considered that the channel remains invariant within a
frame duration Tf but may vary from frame to frame [14],
[15]. The consideration of a slotted communication scenario
is also motivated by the fact that the practical implementations
of datalink layer protocols are slot-based.

Depending on received signal quality, the receiver (Rx)
sends ACK or NAK. A NAK is sent if the signal strength
indicator (SSI) at Rx is below a predetermined threshold XTH .
Thus, the ACK/NAK decision of the Rx depends on fading

envelope X of the underlying wireless channel. The channel
is considered to be in ‘good’ state when the current channel
state X(t) = X0 is greater than XTH , and ‘bad’ otherwise.

In the ACK/NAK packet, Rx also sends useful channel
information, such as channel state estimate and Doppler fre-
quency fD. fD estimation from received signal is known
from [37], where Tepedelenlioglu et al. comprehensively sum-
marized all the existing fD estimation schemes present in
literature.
fD corresponding to relative velocity v of Rx is fD ∼= vfc

c ,
where fc is the carrier frequency and c is the velocity of light
in vacuum. The product fDTs signifies the rate of temporal
variation of the channel. From [38] we know that large value
of fDTs (> 0.2) indicates an almost independent ‘fast’ fading
channel, whereas a small value of fDTs (< 0.1) implies a
correlated ‘slow’ fading channel.

It should be noted that due to the presence of scatterers
[39], received signal at Rx can experience Doppler effect even
with stationary Tx and Rx . The factor v (or fD) effectively
captures the effect of mobility of Tx, Rx, or scatterers, or a
combination of them.

B. Protocol Description
We now describe our proposed channel-aware Dynamic

wIndow Protocol (cDIP), based on the feedback information
from Rx. The usefulness of this protocol lies in the fact that it
adapts depending on the characteristics of the wireless channel.
Proposed cDIP operation is explained in Fig. 1.

When the channel is in ‘good’ state, Tx estimates trans-
mission window Tgb over which the channel will continue
to be in ‘good’ state. Tx communicates this information to
Rx and continuously transmits data frames without requiring
any acknowledgement from Rx during this period. At the
end of Tgb, Rx sends a feedback packet containing SSI (X0)
information and also the information of erroneously received
data frames. If X0 ≥ XTH , Tx estimates Tgb and first
retransmits the erroneously received data frames, followed by
new data frames, and the cycle repeats.

But if X0 < XTH , Tx estimates waiting time Tbg

over which the channel will continue to be in the ‘bad’
state. After Tbg , Tx transmits a probing signal, and if it
receives a probing ACK (alternatively, NAK), then it estimates
Tgb (alternatively, Tbg) accordingly, and the cycle continues.
But if Tx receives garbled or no feedback from Rx (which
may happen when either or both of the forward and reverse
channel are in deep fade), it randomly chooses a Tbg with the
knowledge of the latest Tbg as follows:

Tbg = UR(0, 1)× T l
bg (1)

where UR(0, 1) is a random number chosen from a uniform
distribution in the interval (0, 1) and T l

bg is the Tbg estimated
in the recent past. After this Tbg period, Tx again sends a
probing signal and takes decision accordingly.

It may be noted that ACK/NAK feedback consumes energy.
Hence cDIP aims at reducing the frequency of these feedback
packets using the channel knowledge, which is eventually
reflected in terms of higher energy efficiency of cDIP in
comparison to its nearest competitor.
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Current Channel State X0

Good (X0 ≥ XTH) Bad (X0 < XTH)

Tx estimates Tgb Tx estimates Tbg

(i) Tx communicates
estimated Tbg to Rx

(ii) Continous data transfer
for next Tgb slots

After Tgb slots, Rx sends Tx a
feedback packet containing CSI
and information of frames not

received correctly.

After Tbg slots, Tx
sends a probing signal

ACK received NAK received

Garbled feedback
received at Tx

at Tx at Tx

Random Tbg is selected

(i) Tx estimates Tgb based on CSI
(ii) Tx first retransmits the
erroneous frames followed by new
data frames in these Tgb slots.

X0 ≥ XTH X0 < XTH

Fig. 1. Proposed channel-aware Dynamic wIndow Protocol (cDIP).

Assuming block fading scenario [14], [19], we we take data
frame length Tf to be of single slot, i.e., Tf = Ts. Probe
packet and ACK/NAK frames are assumed to be very small
compared to the slot duration Ts, i.e., Tp = κTs (κ� 1) [19].

It may also be noted that cDIP is also applicable in a multi-
access scenario. When the concerned Tx-Rx link condition is
not suitable for data transfer, Tx estimates Tbg after which it
resumes communication over this link. During this Tbg period
Tx can cater to the other receivers. With respect to a particular
Tx-Rx pair, usage of channel resource during the estimated
Tbg period is of no consequence. Hence, for our link-layer
performance study in this paper we do not include this Tbg

time usage aspect.

Remark 1. It is interesting to note that cDIP can be called
a combination of channel-aware SW [20] and SR depending
on the channel condition. When the channel is in ‘bad’ state,
as in [20], cDIP waits for Tbg until the channel becomes
usable. On the other hand, when in ‘good’ state, as in SR, Tx
continuously transmits data frames for Tgb without waiting
for an ACK/NAK. However, unlike in classical SR, only NAK
packets are sent for the incorrectly received data packets,
which are retransmitted by the Tx.

III. STOCHASTIC ANALYSIS OF WIRELESS CHANNEL

Noncoherent demodulation [40] is considered at Rx, which
is motivated by its simple structure - suitable for low-cost
IoT devices. The complex received signal at Rx is R(t) =
RI(t) + jRQ(t), where j =

√
−1. RI(t) and RQ(t) rep-

resent the mutually independent quadrature components. At
time instant t, received signal envelope at Rx is X(t)

∆
=

|R(t)| =
√
R2
I(t) +R2

Q(t). The probability distribution of

X(t), i.e., fX(x) depends on the considered fading model.

However, the time derivative of X(t), i.e., Ẋ(t)
∆
=
dX(t)

dt
=

lim
∆t→0

X(t+ ∆t)−X(t)

∆t
is a zero mean Gaussian random

variable (RV) irrespective of the underlying distribution of the
fading channel, i.e., Ẋ(t) ∼ N (0, σ̇) [41].

A. Single Slot Analysis

Using Ẋ (index t is removed for brevity), we now estimate
the probability of SSI staying above XTH (threshold) in the
next slot given that it is presently greater than XTH .

Without loss of generality, let us assume SSI at time t is
X(t) = Xh0 and Xh0 > XTH . We obtain SSI in the next
time slot by Taylor series expansion as

X(t+ Ts) = X(t) + Ẋ · Ts + Ẍ · T
2
s

2!
+ · · ·

≈ X(t) + Ẋ · Ts (2)

since Ts � 1. Accordingly, probability that X will continue
to remain in ‘good’ state in next slot is

Pr {X(t+ Ts) ≥ XTH}
by (2)
≈ Pr {Xh0 +Xh1 ≥ XTH} (3)

where Xh1

(
= Ẋ · Ts

)
is a RV denoting temporal variation of

the signal envelope in the immediate next slot. Thus, we have
Xh1 ∼ N (0, σ̇1) where σ̇1 = Tsσ̇. As Xh1 follows a Gaussian
probability distribution, it implies that Xh1 ∈ (−∞,∞). How-
ever, it can be noted that X is SSI, and hence Xh0 +Xh1 ≥ 0,
i.e., Xh1 ∈ [−Xh0,∞). In other words, Xh1 actually follows a
truncated Gaussian distribution with the following distribution
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function:

fXh1(δ) =

 1

1−Φ1

(
−Xh0σ̇1

) 1√
2πσ̇1

e

(
−δ2

2σ̇1
2

)
−Xh0 ≤ δ

0 elsewhere.
(4)

Here Φ1(x) =

x∫
−∞

1√
2π
e−

t2

2 dt is the cumulative distribution

function of standard univariate normal distribution and σ̇1

depends on the underlying fading model. Using (4) in (3),
we get

Pr {Xh0 +Xh1 ≥ XTH} =

∞∫
XTH−Xh0

fXh1(δ)dδ

=
1− Φ1

(
XTH−Xh0

σ̇1

)
1− Φ1

(
−Xh0σ̇1

) . (5)

B. Multi-slot Analysis

In continuation from the last section, probability that X will
continue to remain above XTH in next two time slots is:

Pr {X(t+ Ts) ≥ XTH , X(t+ 2Ts) ≥ XTH}
(6)by (3)

≈ Pr {Xh0 +Xh1 ≥ XTH , Xh0 +Xh2 ≥ XTH} .

Here Xh2, like Xh1, is a zero mean truncated Gaussian RV
with σ̇2

2 = 2σ̇2
1 . Xh2 denotes temporal variation of X over

next two slots.
Likewise, probability that X will continue to remain above

XTH in next α time slots is:

Pr {X(t+ Ts) ≥ XTH , · · · , X(t+ αTs) ≥ XTH}
(7)by (3)

≈ Pr {Xh0 +Xh1 ≥ XTH , · · · , Xh0 +Xhα ≥ XTH} ,

where Xhα is a zero mean truncated Gaussian RV and
σ̇2
α = ασ̇2

1 . In general, Xh1 ⊥6⊥ Xh2 ⊥6⊥ · · · ⊥6⊥ Xhα, and
hence Pr {Xh0 +Xh1 ≥ XTH , · · · , Xh0 +Xhα ≥ XTH} 6=
α∏
i=1

Pr {Xh0 +Xhi ≥ XTH}. Therefore, in order to determine

the probability (7), we require the joint distribution function
fXα(xα,Σ, Xα0) to be integrated over appropriate limits, i.e.,

Pr {Xh0 +Xh1 ≥ XTH , · · · , Xh0 +Xhα ≥ XTH}
(8)

=

∞∫
XTH−Xh0

· · ·
∞∫

XTH−Xh0

fXα(xα,Σ, Xα0)dxα.

Here fXα(xα,Σ, Xα0) is the α-variate truncated Gaussian
distribution [42] given by:

fXα(xα,Σ, Xα0) =
e−

1
2xα

TΣ−1xα

∞∫
Xα0

e−
1
2xα

TΣ−1xαdxα

; xα ∈ Rα≥Xα0

(9)
where Xα = [Xh1, Xh2, · · · , Xhα]T is an α-dimensional
random variable, Σ is the α × α positive definite covari-

ance matrix of Xα, Xα0 = −Xh0[1, 1, · · · , 1︸ ︷︷ ︸
α times

]T , Rα≥Xα0
=

{
xα ∈ Rα : xα ≥ Xα0

}
, and

∞∫
Xα0

is an α-dimensional Rie-

mann integral from Xα0 to ∞. We solve the integral in (8)
using the algorithm proposed in [43] for the computation of
multivariate Gaussian probabilities.

When Xh0 > XTH , (7) calculates the probability
that X will continue to remain above XTH in next α
slots. Alternatively it can be said that X will ‘cross
over’ XTH within these α slots with a probability of
1−Pr {X(t+ Ts) ≥ XTH , · · · , X(t+ αTs) ≥ XTH}. Hence
this quantity is defined as the ‘level crossing probability’. It
is interesting to note that irrespective of the underlying fading
distribution, (7) is always computed by integrating a scaled
multi-variate Gaussian distribution, i.e., the level crossing
probability is independent of the channel fading distribution.

C. CTI Estimation

Based on the analysis presented in Section III-B, we propose
a Continuous Transmission Interval (CTI) estimation scheme.
The estimated CTI Tgb gives us an idea about the time the
channel will continue to remain suitable for data transmission
given that it is currently suitable. If estimated CTI = αgb slots,
then the actual time interval is Tgb = αgbTs sec. This CTI has
been used in our proposed protocol operation.

In CTI estimation it can be stated that given Xh0, we are
interested in estimating the time for which X will continue to
remain in ‘good’ state (X ≥ XTH ) before reaching the ‘bad’
state, i.e., X < XTH . It may be noted that αgb is probabilistic
based on level crossing probability ε. Lesser the value of ε,
the more sure we are about the calculated value of αgb.

With energy-efficient data communication being a key ob-
jective, we intend to reduce the unnecessary wastage of both
time and energy due to the transmission of ACKs for each data
frame. This allows seamless data frame transmission over the
next αgb slots during which interval X ≥ XTH with very high
probability 1− ε.

Accordingly we calculate α∗gb (optimal value of αgb) for a
given set of system parameters (fD and Ts), Xh0, XTH , and
ε by solving the optimization problem P1.

(P1) : maximize
αgb ≥ 0

αgb (10)

subject to
Pr
{
Xh0 +Xh1 ≥ XTH , · · · , Xh0 +Xhαgb ≥ XTH

}
≥ 1−ε.

Pr
{
Xh0 +Xh1 ≥ XTH , · · · , Xh0 +Xhαgb ≥ XTH

}
in P1

is calculated as described in Section III-B.

Lemma 1. [22, Lemma 1] If X0 < XTH , then we have

lim
N→∞

Pr {X0 +X1 < XTH , · · · , X0 +XN < XTH} = 0.

(11)
Here X1 like Xh1 is a zero mean truncated Gaussuan RV in
[−X0,∞) with variance σ̇1. Similarly, XN is also a zero mean
truncated Gaussian RV, but with σ̇2

N = Nσ̇2
1 .
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Remark 2. For a given set of system parameters, {gn} is a
Cauchy sequence, where

gn = Pr {Xh0 +Xh1 ≥ XTH , · · · , Xh0 +Xhn ≥ XTH} .

A sequence {xn} is said to be a Cauchy sequence [44] if
∀ Γ > 0, ∃ n0 ∈ N such that

|xn − xm| < Γ ∀ n,m ≥ n0. (12)

As gn is a probability, gn ∈ [0, 1]. Moreover from Lemma
1, we can prove that

lim
n→∞

Pr {Xh0 +Xh1 ≥ XTH , · · · , Xh0 +Xhn ≥ XTH} = 0.

(13)
Thus it can be observed that {gn} ↓ 0, i.e., {gn} is a mono-
tonically decreasing sequence with lim

n→∞
gn = 0. We know

from [45, Theorem 3.11(a)] that every convergent sequence is
a Cauchy sequence. Hence {gn} is a Cauchy sequence.

It can be noted that solving P1 requires integration over α-
variate truncated Gaussian distributions, with α starting from
1 and increasing in each step till the solution is obtained. This
sequential method of solving P1 over N is not efficient, its
computational complexity being O(n). Hence using {gn} ↓ 0,
we reformulate P1 accordingly to propose a minimal complex-
ity algorithm for obtaining α∗gb.

Before introducing the algorithm, we define the lower bound
αlgb and upper bound αugb respectively of αgb, for a given set
of Xh0, XTH , fD, Ts, and ε.

1) αlgb is calculated by considering complete independence

among the Xhi’s, i.e.,

Pr
{
Xh0 +Xh1 ≥ XTH , · · · , Xh0 +Xhαgb ≥ XTH

}
(14)

=

αgb∏
i=1

Pr {Xh0 +Xhi ≥ XTH} =

αgb∏
i=1

1− Φ1

(
XTH−Xh0

σ̇i

)
1− Φ1

(
−Xh0σ̇i

) ,

where Xhi is a zero mean truncated Gaussian RV with σ2
i =

iσ2
1 . Accordingly we obtain αlgb as:

(P2) : maximize
αgb≥0

αgb (15)

subject to
αgb∏
i=1

1− Φ1

(
XTH−Xh0

σ̇i

)
1− Φ1

(
−Xh0σ̇i

) ≥ 1− ε.

2) αugb is calculated based on the probability of X crossing
XTH in the αugbth slot irrespective of whether it had crossed
XTH before or not. Hence we obtain αugb as:

(P3) : maximize
αgb≥0

αgb (16)

subject to
1− Φ1

(
XTH−Xh0

σ̇αgb

)
1− Φ1

(
− Xh0
σ̇αgb

) ≥ 1− ε.

As ε ≥ 0, with αlgb and αugb estimated we reformulate P1 into
an optimization problem with an unimodal objective function.

Thus we reformulate (10) as:

(P4) : α∗gb =

{
αgb | argmin

αlgb≤αgb≤α
u
gb

[Pr {Xh0 +Xh1 ≥ XTH , · · ·

(17)
· · · , Xh0 +Xhαgb ≥ Xth

}
− (1− ε)

]2}
.

The objective function in P4 is unimodal with the optimum
achieved when 1 − ε = gαgb . Due to this unimodal nature
of the objective function, the local minima obtained in this
context is itself the global minima. Accordingly, we propose
Algorithm 1 using golden section based line search method
[46] to obtain α∗gb. Convergence properties of golden section
method are proved in [47].

Algorithm 1 Algorithm to find α∗gb
Require: XTH , Xh0, fD , Ts, ε, and ξ > 0
Ensure: α∗

gb

1: Calculate αlgb using (15) and αugb using (16)
2: Define r(α) = [Pr {Xh0 +Xh1 ≥ XTH , · · ·

· · · , Xh0 +Xhα ≥ XTH} − (1− ε)]2
3: Set k = 0
4: Calculate αp = αugb − 0.618× (αugb − αlgb)
5: Calculate αq = αlgb + 0.618× (αugb − αlgb)
6: Calculate r(αp) and r(αq)
7: Set ∆gb = αugb − αlgb
8: while ∆gb > ξ do
9: if r(αp) ≤ r(αq) then

10: Set αugb = αq , αq = αp, and αp = αugb − 0.618 ×
(αugb − αlgb)

11: else
12: Set αlgb = αp, αp = αq , and αq = αlgb + 0.618 ×

(αugb − αlgb)
13: end if
14: Set k = k + 1
15: Calculate r(αp) and r(αq)
16: Set ∆gb = αugb − αlgb
17: end while
18: if r(αp) < r(αq) then
19: Set α∗

gb = αp
20: else
21: Set α∗

gb = αq
22: end if

D. CWI Estimation
If the current SSI X(t) = Xl0(< XTH) and estimated

continuous waiting interval (CWI) Tbg gives us an idea about
the duration the channel will continue to remain in X < XTH

region, then Tbg = αbgTs sec. Here α∗bg (optimal αbg) for a
given set of system parameters is obtained by solving:

(P5) : maximize
αbg ≥ 0

αbg (18)

subject to
Pr
{
Xl0 +Xl1 < XTH , · · · , Xl0 +Xlαbg < XTH

}
≥ 1− ε.

Similarly as Xhi (presented in Section III-B), Xli is also a
truncated Gaussian RV with σ̇2

i = iσ̇2
1 , where

fXl1(δ) =

 1

1−Φ1

(
−Xl0σ̇1

) 1√
2πσ̇1

e

(
−δ2

2σ̇1
2

)
−Xl0 ≤ δ

0 elsewhere.
(19)
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P5 is solved in the manner similar to P1, i.e., P5 is
first reformulated to an optimization problem with unimodal
objective function. Then we exploit this unimodal nature of
the objective function to obtain α∗bg using golden section based
line search method.

Remark 3. Though the proposed analytical framework is for
slotted communication scenario, it can be applied to unslotted
scenarios as well. It is just that with time slot granularity of
Ts secs, the estimated CTIs and CWIs are interpreted in terms
of number of slots. The system can be considered virtually
operating in unslotted mode if the chosen Ts is sufficiently
smaller than the typical CTI or CWI.

Given the estimate of Tgb and Tbg , through the following
Theorem 1 we establish a relation between these two quanti-
ties.

Theorem 1. For a given set of system parameters, i.e., fD, Ts,
and ε, we always have Tgb ≥ Tbg when Xh0 − XTH =
XTH −Xl0.

Proof: Let Xh0 −XTH = XTH −Xl0
∆
= γ.

From (4) and (19), we have

Pr {Xh0 +Xh1 ≥ XTH}

=
1

1− Φ1

(
−Xh0σ̇1

) ∞∫
XTH−Xh0

1√
2πσ̇1

e

(
−δ2

2σ̇1
2

)
dδ, and

Pr {Xl0 +Xl1 < XTH}

=
1

1− Φ1

(
−Xl0σ̇1

) XTH−Xl0∫
−Xl0

1√
2πσ̇1

e

(
−β2

2σ̇1
2

)
dβ

respectively. Hence,

Pr {Xh0 +Xh1 ≥ XTH}
Pr {Xl0 +Xl1 < XTH}

(20)

=

1

1− Φ1

(
−Xh0σ̇1

) ∞∫
XTH−Xh0

1√
2πσ̇1

e

(
−δ2

2σ̇1
2

)
dδ

1

1− Φ1

(
−Xl0σ̇1

) XTH−Xl0∫
−Xl0

1√
2πσ̇1

e

(
−β2

2σ̇1
2

)
dβ

= A(γ)×B(γ), where A(γ) =
1− Φ1

(
−Xl0σ̇1

)
1− Φ1

(
−Xh0σ̇1

)

and B(γ) =

∞∫
XTH−Xh0

1√
2πσ̇1

e

(
−δ2

2σ̇1
2

)
dδ

XTH−Xl0∫
−Xl0

1√
2πσ̇1

e

(
−β2

2σ̇1
2

)
dβ

.

Rewriting A(γ) in terms of XTH , we obtain A(γ) =

|X0 −XTH |(dB)
-15 -14 -13 -12 -11 -10

T
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Fig. 2. Variation of
Tgb

Tbg
versus |X0 −XTH |.

1− Φ1

(
−XTH+γ

σ̇1

)
1− Φ1

(
−XTH−γ

σ̇1

) . Since σ̇1 = Tsσ̇ and Ts is practically on

the order of µsec, i.e., Ts � 1, we can approximate A(γ) ≈ 1.
B(γ) is obtained as follows:

B(γ) =

∞∫
XTH−Xh0

1√
2πσ̇1

e

(
−δ2

2σ̇1
2

)
dδ

XTH−Xl0∫
−Xl0

1√
2πσ̇1

e

(
−β2

2σ̇1
2

)
dβ

(a)
=

∞∫
−γ

1√
2πσ̇1

e

(
−δ2

2σ̇1
2

)
dδ

γ∫
−∞

1√
2πσ̇1

e

(
−β2

2σ̇1
2

)
dβ −

−XTH+γ∫
−∞

1√
2πσ̇1

e

(
−β2

2σ̇1
2

)
dβ

(b)

≥ 1. (21)

Here (a) is obtained by the changing of limits, as Xh0 −
XTH = XTH − Xl0 = γ. Moreover, by inspection
∞∫
−γ

1√
2πσ̇1

e

(
−δ2

2σ̇1
2

)
dδ and

γ∫
−∞

1√
2πσ̇1

e

(
−β2

2σ̇1
2

)
dβ are identical

as both involve a zero mean Gaussian random variable with

same variance. Hence,

−XTH+γ∫
−∞

1√
2πσ̇1

e

(
−β2

2σ̇1
2

)
dβ being non-

negative, (b) follows.

Thus we get
Pr {Xh0 +Xh1 ≥ XTH}
Pr {Xl0 +Xl1 < XTH}

≥ 1. Since

σ̇i
2 = iσ̇2

1 ∀ i ∈ Z+, (20) can be generalized as
Pr {Xh0 +Xh1 ≥ XTH , · · · , Xh0 +Xhi ≥ XTH}
Pr {Xl0 +Xl1 < XTH , · · · , Xl0 +Xli < XTH}

≥ 1 ∀ i.
In other words, Tgb ≥ Tbg for a given set of system
parameters and this completes the proof.

Numerical verification of the proof has been presented in
Fig. 2. In this figure, we show that Tgb

Tbg
≥ 1, i.e., Tgb ≥ Tbg

against |X0−XTH | when an unit power signal is transmitted
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over a Rayleigh fading channel with fading margin F = 10dB,
v = 12 kmph, and Ts = 200 µsec. The overall increasing trend
of Tgb

Tbg
with |X0 −XTH | is also to be noted in the figure.

Remark 4. Thus, we can state from Theorem 1 that when the
channel is in very ‘good’ state, it will continue to stay in the
‘good’ state for a relatively longer amount of time compared to
the time duration it stays in ‘bad’ state given that it is currently
in deep fade state such that XTH −Xl0 = Xh0 −XTH .

This non-intuitive result signifies the importance of the
current channel state in data communication, noted in the
proposed cDIP performance, presented next.

Remark 5. From the analysis in Section III it is apparent
that, estimation of Tgb and Tbg are dependent on fẊ(ẋ), i.e.,
the distribution of rate of temporal variation of the channel
only; it is agnostic to the distribution of the underlying channel
fading distribution.

IV. PERFORMANCE ANALYSIS OF CDIP
In this section we quantify the performance of cDIP in terms

of data throughput and energy efficiency. Then we formulate
an optimization problem that maximizes energy efficiency for
a given set of system parameters by calculating the optimal ε.

A. Performance Measures
The different performance measures are defined as follows:

Definition 1. Data throughput DT is the long-term average
of successfully delivered data frames per second.

Accordingly we obtain:

DT =

(1−ε)
ζ αgb

(αgb + αbg)Ts + 3Tp
frames/sec, (22)

where ζ is the interval between two consecutive data frame
transmission attempts. αgb and αbg are long-term averages

of αgb and αbg respectively, i.e., αgb = lim
N→∞

1

N

N∑
i=1

αgb(i),

αbg = lim
N→∞

1

N

N∑
i=1

αbg(i), and the factor 3Tp accounts for

the time period due to probing based three way handshake
between Rx and Tx.

Definition 2. A complete cycle is the duration between two
consecutive CTIs. Thus a complete cycle includes a CTI αgb,
followed by an ACK/NAK from Rx, a CWI αbg , and a probing
handshake between Rx and Tx, after which another CTI begins.

Definition 3. Energy consumption EC is the long-term aver-
age consumption per successful data frame delivery.

In other words, EC is the energy consumption per complete
cycle for each successfully delivered data frame, i.e.,

EC =

αgb
ζ εf + 2εa + εp + (αgb + αbg)εw

(1−ε)
ζ αgb

Joules (23)

where εf , εa, and εp, denote transmit and receive energy
respectively per data frame, ACK/NAK frame, and probing

frame, and εw is the energy consumption in idle state, i.e.,
circuit energy consumption per idle time slot. The term
αgb
ζ εf corresponds to energy consumption during CTI, εa

corresponds to the ACK/NAK from Rx, (εp + εa) is due to
the handshaking between Rx and Tx, and (αgb + αbg)εw is
the energy consumption in this entire duration. εf , εa, εp, and
εw are defined as:

εf = Tf
(
I2
t + I2

r

)
R, εa = Tp

(
I2
t + I2

r

)
R, εw = 2I2

wTfR,
(24)

and εp = 2Tp
(
I2
t + I2

r

)
R+ 2 (Tf − 2Tp) I

2
wR

where It, Ir, and Iw are the current consumptions in transmis-
sion, reception, and waiting modes respectively, with R being
the circuit resistance.

Remark 6. Note that the energy consumption in idle state is
accounted for entire (αgb + αbg) and not only αgb. This is
because, even with the IoT node not transmitting during αbg ,
a very small fraction of its energy continues to drain out. The
node virtually is in ‘sleep’ state during this period but not to-
tally ‘off’, much like the discontinuous reception/transmission
(DRX/DTX) mechanism of LTE-A [35].

It is intuitive that a higher energy consumption may result in
a higher data throughput. This tradeoff is efficiently captured
by the performance metric of ‘energy efficiency’.

Definition 4. Energy efficiency η is defined as [48]:

η =
DT

EC
frames/sec/Joule. (25)

B. Optimal ε for Energy Efficiency Maximization
Since DT and EC are functions of level crossing probability

ε, η is also a function of ε. Here we estimate the optimal ε
that maximizes η for a given set of system parameters.
ε is in range [0, 1]. ε being an application dependent param-

eter, it is the application at hand that specifies an acceptable
tighter range of ε. Accordingly we introduce an user-defined
range of ε, i.e., ε ∈ [εl, εu] and formulate an optimization
problem to obtain ε∗ (optimal ε) as follows:

(P6) : ε∗ =

{
ε

∣∣∣∣ argmax
εl≤ε≤εu

η

}
. (26)

With ε∗ known, the corresponding η is calculated using (25).
Before concluding the section, we briefly discuss the exist-

ing competitive approaches, namely, adaptive probing variants
(AP1, AP2) and coherence time based waiting (CT):

1) AP1 [20]: This scheme proposes to take average fade
duration (AFD) as Tbg .

AFD for a given threshold XTH is defined as [49]:

ρXTH =
Pr {X < XTH}∫ ∞

0

ẋfX,Ẋ(XTH , ẋ)dẋ

, (27)

where fX,Ẋ(x, ẋ) is the joint probability distribution of

X and Ẋ . AFD in terms of slots is ρslots =
⌈
ρXTH
Ts

⌉
.

2) AP2 [20]: It proposes Tbg =
⌈

0.5×(ρXTH−ρXi )
Ts

⌉
, where

Xi = Xp + XTH
2N is the quantized SSI in {Xp, Xp+1}
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Fig. 3. Verification of Tgb estimation. XTH = −10.4576 dBm.

when [0, XTH) is quantized into N levels with step size
XTH
N .

3) CT [21]: This scheme takes coherence time TC as
the default Tbg irrespective of current channel state.
As defined in [50], we take TC = 0.423

fD
and thus

Tbg =
⌈
TC
Ts

⌉
.

It is important to note that these existing approaches aim at
only reducing chances of blind transmission when the channel
is in ‘bad’ state, i.e., they only estimate Tbg . As a result, they
fail to exploit the channel to its fullest when it is in good state.
Moreover, in these protocols, for each frame transmission an
ACK is required, as in classical ARQ protocols.

V. NUMERICAL RESULTS

In this section, we evaluate cDIP via extensive simulations
and also compare its performance with the existing competitive
approaches: AP1 [20], AP2 [20], and CT [21].

Results are obtained by considering a unit power signal
transmission over Rayleigh fading channel. The acceptable
range of ε is taken as ε ∈ [0, 0.5].

The reason behind taking ε ∈ [0, 0.5] is that by definition
ε ≥ 0 and ε = 0.5 implies that there is atleast 50% chance
that X will reach above/below XTH in the estimated Tbg/Tgb

given that it is currently below/above XTH . System parameters
considered are: carrier frequency fc = 900 MHz, slot duration
Ts = 200 µs, κ = 0.1, and ζ = 1. Considering short-range
IoT communication, propagation delay is ignored.

A. Verification of Tgb Estimation through Simulation

We first compare the analytically estimated Tgb with Monte
Carlo simulations. Fig. 3 shows that, current state X0 plays a
pivotal role in determining Tgb. Note that X0 � XTH is not
the same as X0 being just more than XTH ; with v = 10 kmph,
ε = 0.1, and XTH = −10.4576 dBm, Tgb = 0.0018 sec for
X0 = −9 dBm, whereas Tgb = 0.021 sec for X0 = −1 dBm.

With Fig. 3 showing that the estimated Tgb matches closely
with the results obtained through Monte Carlo simulations,
it validates cDIP and justifies the role of X0 in estimating
Tgb. Also it is noted that the rate of increase of Tgb with X0

decreases with increasing node velocity; ∂Tgb

∂X0
= 0.002267

and 0.000778 for v = 10 and 30 kmph respectively. Another
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(a) Effect of fading margin on data throughput.
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Fig. 4. Effect of fading margin on performance of cDIP.

interesting observation is that Tgb for a particular X0 increases
with decreasing value of v. The reason behind both these
observations is that at a smaller v, channel fading is slower
and as a result more time is taken in changing state.

B. Effect of Operating Parameters on System Performance

We now discuss the effect of fading margin F [19] on data
throughput DT and energy consumption EC performance of
cDIP. Fig. 4(a) shows that, irrespective of the channel aware
transmission approach DT increases with increase in F . This
is intuitive also; channel spends relatively more time in ‘good’
state with increasing F and this results in an increase in DT

and decrease in EC . Apart from the above-mentioned trend
of DT against F , it is also noted that cDIP outperforms AP1,
AP2, and CT.

AP1, AP2, and CT mainly focused on estimating the waiting
interval Tbg when channel is not suitable for data transfer.
Additionally, all of them require ACK for the individual data
frame. cDIP on the other hand also estimates the continuous
data transmission interval Tgb when the channel is in ‘good’
state, thus avoiding the requirement of individual ACKs. At
the end of Tgb, Rx sends a feedback packet to TX containing
CSI and information of the frames erroneously received. This
resulting reduction of overhead in cDIP offers significantly
higher DT ; DT = 1354 frames/sec when F = 2 dB compared
to DT = 4740 frames/sec when F = 20 dB.

Fig. 4(b) shows the effect of F on EC ; we observe a
decreasing trend in EC with increasing F . It is also noted that,
cDIP outperforms its competitors by a significant margin.
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C. Computation Complexity and Overhead
As noted from the analysis in Section III, the modified

optimization problem P4 for computation of optimum CTI has
logarithmic complexity. Specifically, the proposed algorithm
terminates after NI iterations if

(αugb − αlgb)× 0.618NI ≤ χ, (28)

where χ is the tolerance level [46], i.e., we obtain NI ≤

2 ln

(
αugb − αlgb

χ

)
. Hence, the computation complexity is

O
(

log
(

1
χ

))
.

With the modern processors, having speed on the order of
GHz, the optimum CTI/CWI can be performed in µs order of
time, which is well within a slot duration Ts. Yet, to alleviate
the need for online CTI/CWI estimation, we propose a look-up
table-driven CTI/CWI selection approach as shown in Table I.

Table I. Optimal parameters for maximized energy efficiency under different
channel conditions with fDTs = 0.002, and XTH = −10.4576 dBm.

Xh0 (dBm) α∗gb (slots) Xl0 (dBm) α∗bg (slots)
−10 2 −11 1
−9 7 −12 3
−8 12 −13 4
−7 18 −14 6
−6 25 −15 7
−5 33 −16 8

Table I consists of optimal parameters (CTI and CWI)
corresponding to different channel state values (Xh0 and Xl0),
which are computed offline and stored beforehand. This look-
up table is used to adapt with the changing Xh0 and Xl0. Table
I consists of four entries corresponding to fDTs = 0.002 and
XTH = −10.4576 dBm. Both Ts and XTH , being application-
specific, are known beforehand. Only fD varies depending on
mobility of the environment. Considering this fact, we propose
a generic look-up table for a range of fD values and not a
single value, unlike Table I, consisting of optimal CTI and
CWI corresponding to various values of Xh0 and Xl0. The
entries in this table, like Table I, are also computed offline
and stored beforehand.

For finding the parameters other than the ones present in
the table, an IoT node has two options depending on its
computational capability: estimate the parameters according
to the proposed Algorithm 1 or consider the closest entry in
the look-up table. Intuitively, the performance of this approach
can be refined by having fine granular entries in the table.

It may also be noted that although cDIP operation mecha-
nism is very similar to the traditional ARQ protocols, its Tx-
end channel awareness aspect incurs some additional overhead
as in AP2 [20] which is studied in this section. In proposed
cDIP, Tx estimates Tgb given that the channel is currently
usable. Tx sends this information to Rx, which is required
for a collective feedback packet to Tx after Tgb, containing
information on the erroneously received data frames. This
requires some additional number of bits BTX .

To investigate the effect of this additional overhead on
performance of cDIP, energy efficiency η is plotted against
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Fig. 5. Effect of overhead BTX on energy efficiency η of cDIP. ε = 0.05,
and XTH = −3.9788 dBm.

BTX in Fig. 5. It is observed that irrespective of the value
of v, η initially increases with BTX before saturating beyond
a certain point Bsaturate

TX . It is also interesting to note that at a
lower node mobility, a higher Bsaturate

TX is required and vice-
versa; Bsaturate

TX = 6, 4, and 3 bits for v = 6, 18, and 30 kmph
respectively. This in a way, reinforces the observation in Fig.
3, where it was observed that for identical channel condition
Tgb estimated is higher for a lower value of v. Hence a higher
number of bits are required to transfer this information to Rx,
which results in a higher Bsaturate

TX at lower node velocity. As a
result η continues to increase proportionately with increasing
BTX till Bsaturate

TX , beyond which η saturates.
However, as discussed in the next subsection, with this

small amount of extra overhead a significant gain in system
performance is achieved.

D. Protocol Performance Comparison

Here we compare the performance of cDIP in terms of DT

and η, with the ones proposed in [20], [21] that have the closest
system settings.

1) Data throughput DT : Fig. 6(a) exhibits an overall
decreasing trend of DT with v. This implies that, increasing
v results in a high fDTs product, i.e., the channel is now
relatively less correlated than it was with a lower fDTs. As
a result, the channel should be sensed more frequently to
estimate its state, which leads to decrease of both DT and
η, and increase of EC .

Fig. 6(a) demonstrates that AP1 [20] and CT [21] achieve
very low DT with respect to the others. They respectively
achieve DT in the range of 1000 to 1050 and 850 to 900
frames/sec, which is approximately 58% and 64% lesser
with respect to cDIP when BTX = 6 bits. This shows the
requirement of some intelligence at the Tx end in order to
obtain a high DT . cDIP and AP2 [20] use the additional
knowledge of X0 and hence they are able to achieve relatively
higher DT compared to AP1 and CT. Here, note that AP2
use the knowledge of X0 only when X0 < XTH . It fails to
sufficiently exploit the channel when X0 ≥ XTH . However,
cDIP uses the knowledge of X0 in both the scenarios, i.e.,
X0 < XTH and X0 ≥ XTH , which results in its consistently
better performance than its nearest competitor AP2 in terms
of higher DT ; the gain margin being approximately 40.18%.
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Fig. 6. Performance comparison: (a) Data throughput; (b) Energy consumption; (c) Energy efficiency. XTH = −3.9788 dBm.

Further, the plots in Fig. 6(a) also demonstrate the role of
extra overhead of cDIP that was discussed in Section V-C. At a
lower node velocity, lower BTX badly affects the performance
of cDIP, resulting in very low DT . But the situation improves
with increasing node velocity.

2) Energy consumption EC: For comparison of energy
consumption EC , values of It, Ir, and Iw are taken from
Chipcon CC1000 data sheet [51]: It = 17.5 mA, Ir = 19.7
mA, and Iw = 426 mA, respectively, and R = 1 Ω.

An overall increasing trend of EC with node velocity
irrespective of the transmission scheme is observed in Fig.
6(b). Further, the energy consumption of AP1 and CT are
almost identical. EC of AP2 is higher compared to AP1 and
CT, though by a small margin of approximately 7.25%. EC
corresponding to cDIP is the least compared to the existing
protocols; which is approximately 8.89% less compared to
AP2, when its corresponding DT is approximately 40.18%
more than that of AP2.

Moreover, EC of cDIP with BTX = 4 bits initially
decreases, but at around v = 17.5 kmph it merges with
the increasing trend of its counterpart with BTX = 6 bits.
The reason behind this counter-intuitive nature is that, when
BTX = 4 bits, the maximum possible transferred value of Tgb

is 16 even though the actual value is considerably higher. The
values of both Tgb and Tbg decrease with increasing v (as
also observed from Fig. 3) leading to increase in EC , as from
(23) it can be seen that EC is a function of both Tgb and Tbg .
Fig. 6(b) in a way also reinforces the observation made in Fig.
5, i.e., the performance of cDIP saturates at around v = 18
kmph with BTX = 4 bits.

3) Energy efficiency η: Fig. 6(c) shows the variation of η
against node velocity for all the schemes. The figure shows
that both AP1 and CT offer η in the range of less than
3 × 109 frames/sec/Joule, which is approximately 59.63%
lesser compared to cDIP. Even when compared to its nearest
competitor AP2, there exists a consistent gap of approxi-
mately 41.29%. Combining this fact along with approximately
40.18% higher data throughput and approximately 9% lower
energy consumption compared to its nearest competitor AP2,
clearly establishes the advantage of the proposed cDIP.

VI. CONCLUSION

In this work an energy-efficient transmission protocol, called
cDIP, has been proposed for link-layer communication. It

intelligently estimates the subsequent waiting interval as well
as the continuous transmission duration depending on the
present channel state. cDIP gets rid of unnecessary probing of
the channel, and is suitable for a range of IoT communications
over short-range wireless links. It has been demonstrated
through numerical results and extensive simulations that, ir-
respective of the underlying fading distribution, cDIP offers
high data throughput and energy efficiency simultaneously, at
the expense of negligibly-small additional overhead bits.
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