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Integrated Cellular andd HocRelaying Systems:
ICAR

Hongyi Wu, Chunming Qiao, Swades De, and Ozan Tonguz

~_Abstract—integrated cellular and ad hoc relaying systems = structure. More specifically, continued proliferation of these ser-
(iCAR) is a new wireless system architecture based on the inte- yices will call for interoperability between heterogeneous net-
gration of cellular and modern ad hoc relaying technologies. It works such asd hocand cellular systems. In addition, such an
addresses the congestion problem due to unbalanced traffic in a . t bility will ¢ h ier traffic i ”’ |
cellular system and provides interoperability for heterogeneous interoperabiiity will cresie eyen eav!er fatiic In celiliar Sys-
networks. The iCAR system can efficiently balance traffic loads tems as more and more traffic from wireless LAKd,hocnet-
between cells by usingd hoc relaying station¢ARS) to relay traffic ~ works, and Bluetooth devices will be carried by the cellular in-
from one cell to another dynamically. This not only increases the frastructure.
system’s capacity cost effectively, but also reduces transmission For the reasons cited above and the fact that the traffic in
power for mobile hosts and extends system coverage. In thisf t lul t il b burst d v di
paper, we compare the performance of the iCAR system with con- u ure cellular sys ems Wi _e mor(-_z urs Yy a_n_ unevenly dis-
ventional cellular systems in terms of the call blocking/dropping tributed than conventional voice traffic, it is anticipated -
probability, throughput, and signaling overhead via analysis and gestionwill occur in peak usage hours even in the next genera-
simulation. Our results show that with a limited number of ARSs  tjon [e.g., third generation (3G)] systems, despite its increased
and some increase in the signaling overhead (as well as hardwarecapacity. By congestion, we mean that in some cells, data chan-
complexity), the call blocking/dropping probability in a congested Is (DCH | f ' " ilable than th D
cell and the overall system can be reduced. nels ( s) are less frequently available than - € m'”'ml_”" ac-
ceptable level and as a result, the grade of service (GoS) in those
cells has deteriorated below a prescribed threshold level (e.g.,
the call blocking probability in those cells becomes higher than
2%). Note that, however, control channels (CCHSs) for signaling
|. INTRODUCTION (or paging)maystill be accessible by all mobile hosts (MHS) in

RADITIONAL cellular systems have provided voice ser® congested cell.
y P The presence ofunbalanced trafficwill exacerbate the

vices since the first analog system was introduced about - o - .
15 years ago. In the last decade, with the unprecedented gﬁc_)blem of limited capacity in existing wireless systems. In
crease in demand for personal mobility and dependence on lgekIJIuIar tsystemz an I\:IHt canBL{rsSe c;nly tthg .datti channels cl)lf
sonal communications, both the number of subscribers and tHg P2S€ transceiver station ( ) ocated in e same Ccetl,
amount of wireless traffic have surged at an exploding spe .'Ch is a subset of the data ghannels available in the sy_stgm.
With the advent of the Internet, especially the wireless acces 8 aﬁcess lto ﬂc_ia_ta chanr(njels in other t?elli by thte MH I|m|Fts
the Internet, wireless data traffic is expected to exacerbate g c_f_anﬂe N |C|enc3|/| an cc;)ns;a]querll y the S);s(;am ;Ha%au Y-
demand for bandwidth. The carriers and infrastructure provid etC' 'Cah.BI/’ st(;metck:‘e s ml;'aly € eﬁl\ll'%/ congeste h(c (.T bl
now face a major challenge in meeting the increased bandwi% Pt9, while the other cells may still have enhough available
demand of mobile Internet users. Hs. In othe_r words, even though th_e traffic load qloe_s_ not
At the same time, efforts in providing various access Serl;:;ach the maximum capacity of the entire system, a significant

vices such as wireless LANad hocnetworks, Bluetooth. and number of calls may be blocked and dropped due to localized

home RF networks, are further stimulating the growth of Wiregongestion. Since the locations of hot spots vary from time to

less traffic and the requirement for an ubiquitous wireless infriMme (e.9., downtown areas on _'V'P”df"‘Y morning, or amusgment
parks on Sunday afternoon), it is difficult, if not impossible,
to provide the guarantee of sufficient resources in each cell
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/\ Ad-hoc Relay Station (ARS)
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Fig. 1. Arelaying example where MH X communicates with BTS throughaddocrelaying stations (ARSs) (it may also communicate with MHtbrough
ARS 1).

between MHs and BTSs [1], [2]. By using ARSs, itis possible teach BTS is controlled by a mobile switching center (MSC)
divert traffic from one (possibly congested) cell to another (noipd], [5] (although the concept also applies to radio network con-
congested) cell. This helps to circumvent congestion and makesler (RNC) in 3G systems). Major differences between BTSs
it possible tomaintain (or hand-off) calls involving MHs that and the proposed ARSs are as follows. Once a BTS is installed,
are moving into a congested cell, or to accept new call requeittdocation is fixed since it often has a wired interface to an MSC
involving MHSs that are in a congested cell. Although we wil{and a backbone network). An ARS, on the other handyisex
only focus on the issues related to load balancing in this paplesscommunication device deployed by a network operator. It
there are many other benefits of the proposed iICAR system. has much lower complexity and fewer functionalities than that
example, the ARSs can, in a flexible manner, extend cellulaeeded for a BTS. In addition, it may, under the control of an
system’s coverage (similar to the wireless routers used in thkSC, have limited mobility (in order to adapt to varying traffic
Rooftop system[3]) and provide interoperability between hepatterns) and communicatdirectlywith a BTS, another ARS,
erogeneous systems (by connectittghocnetworks and wire- or an MH through the appropriate air interfaces.
less LANSs to the Internet for example). Additional benefits in- An example of relaying is illustrated in Fig. 1, where MH X
clude enhanced reliability (or fault-tolerance) of the system amucell B (congested) communicates with the BTS in cell A (or
potential improvement in MHs’ battery life and transmissioBTS A, which is noncongested) through two ARSs (there will
rate. be at least one ARS along whicledaying routeis set up). Note
In this paper, we evaluate the performance of the iCARat each ARS has two air interfaces, éfor cellular) inter-
system via analysis and simulation. The predictions of oface for communications with a BTS and tRe(for relaying)
analysis are verified by simulation results, which are obtainéaterface for communicating with an MH or another ARS. Also,
using a more realistic model than the one used in [1] and [R]Hs should have two air interfaces; the C interface for commu-
that simulated only static traffic. The call dropping/blockingnicating with a BTS and the R interface for communicating with
probability, throughput, and additional signaling overheash ARS. In the following discussion, we will assume that the C
introduced by relaying are the main metrics used for evaluatimgjerface operates at or around 1900 MHz (PCS), and the R in-
the performance of the proposed iCAR system. Our resutesface uses an unlicensed band at 2.4 GHz (in the ISM band),
indicate that with a limited number of ARSs, an iCAR systeraven though our concept also applies when different bands are
is able to efficiently balance the traffic load among cells whichuysed (for example, 850 MHz for the C interface as in 2G sys-
in turn, leads to significantly lower call blocking and droppingems or 2 GHz for 3G systems). The R interface (as well as
probabilities than that in a corresponding cellular system.  the medium access control (MAC) protocol used) is similar to
The remainder of this paper is organized as follows. Seittat used in wireless LANs @d hocnetworks (see for example
tion Il reviews the principle of operation and main benefits db]—-[15]). Note that because multiple ARSs can be used for re-
the proposed iCAR system. Section Ill presents the analysisl@fing, the transmission range of each ARS using its R interface
the iCAR system performance. Section IV evaluates the perfaan be much shorter than that of a BTS, which implies that an
mance of the iCAR system through simulations and compadRS can be much smaller and less costly than a BTS. At the
the proposed iCAR system with a conventional cellular systesame time, it is possible for ARSs to communicate with each
without load balancing, in terms of call blocking/dropping probether and with BTSs at a higher data rate than MHs can, due to
ability, throughput, and overhead in congested cells as well lamited mobility of ARSs and specialized hardware (and power
the overall systems. Section V discusses related work in the Bburce).
erature. Finally, Section VI concludes the paper. There are three basic relaying strategies.
Primary Relaying: In an existing cellular system, if MH X
) is involved in a new call (as a caller or callee) but it is in a
IIl. AN OVERVIEW OF THEICAR SYSTEM congested cell B, the new call will be blocked. In the proposed

In this section, we describe the principle of operation and ti§¥stem with integrated cellular and relaying technologies, the

main k_Jeneflts of 'CAR (see [2] for more details). To simplify the 1in this study, however, we only consider static ARSs. We intend to examine
following presentation, we will focus on cellular systems when@e benefit of ARSs with limited mobility in future work.
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(a) (b) (9]

Fig. 2. Secondary relaying to free up a channel for MH X: (a) MH Y to BTS A, (b) MH Y to MH &f (c) cascaded relaying (i.e., MH Y to BTS C and MH Z
to either MH Z or BTS D).

call may not have to be blocked. More specifically, MH X whickenough so as not to disconnect the on-going call involving the
is in the congested cell B caswitch overto the R interface two MHs or not to cause severe quality of service (QoS) degra-
to communicate with an ARS in cell A, possibly through othedation (even though the two MHs may experience a “glitch” or
ARSs in cell B (see Fig. 1 for an example). We call this strategiyter).
primary relaying. Cascaded Relayingif neither primary relaying, nor basic
With primary relaying, MH X can communicate with BTS A,secondary relaying [as shown in Fig. 2(a) and (b)] works, the
albeit indirectly (i.e., through relaying). Hereafter, we will refenew call may still be supported. More specifically, assume that
to the process of changing from the C interface to the R intghere is a relaying route, which can be either primary or sec-
face (or vice versa) as switching-over, which is similar to (bwindary relayed, between MH X and ARS, say G (for gateway),
different from) frequency hopping [4], [16], [17]. Of coursejn a nearby cell C which unfortunately ¢®ngestedAs shown
MH X may also be relayed to another nearby noncongested dalFig. 2(c), one may apply any of the two basic secondary re-
other than cell A. A relaying route between MH X and its corrdaying strategies described above in the congested cell C (i.e.,
sponding (i.e., caller or callee) MH’Xnay also be establishedin a cascadedashion) to establish a relaying route between an
(in which case, both MHs need to switch over from their C inMH (say MH Z) in cell C and either another BTS in a noncon-
terfaces to their R interfaces), even though the probability thgeested cell or MH Z In this way, ARS G can be allocated the
this occurs is typically very low. DCH previously used by MH Z in cell C, and, in turn, MH X
Secondary Relayingif primary relaying is not possible, be- can be allocated the DCH previously used by MH Y in cell B
cause, for example in Fig. 1, ARS 1 is not close enough to Mifithe route between MH X and ARS G is set up by secondary
X to be a proxy (and there are no other nearby ARSS), theglaying.
one may resort t@econdary relayingo as tofree upa DCH In addition to the above relaying strategies, one critical de-
from BTS B for use by MH X. Two basic cases are illustratedign issue in iCAR is the number and placement of ARSs. In
in Fig. 2(a) and (b), respectively, where MH Y denotes any MH], we have discussed the maximum number of relaying sta-
in cell B which is currently involved in a call. More specifically,tions needed to ensure that a relaying route can be established
as shown in Fig. 2(a), one may establish a relaying route deetween any BTS and an MH located anywhere in any cell. In
tween MH Y and BTS A (or any other cell). In this way, aftethe case where only a limited number of ARSs is available, an
MH Y switches over, the DCH used by MH Y can now be usedpproach calledeed growingwhereby onseed AR$% placed
by MH X. Similarly, as shown in Fig. 2(b), one may establish an each edge as shown in Fig. 5, can be used (note that addi-
relaying route between MH Y and its corresponding MHitY  tional ARSs may be placed around these seeds to increase the
cell B or in cell C, depending on whether MH Y is involved inARS coverage). Consequently, traffic in the ARS coverage area
an intracell call or an intercell call. Note that congestion in ceith one cell can be relayed to a neighboring cell covered by the
B implies that there are a lot of on-going calls (involving candsame seed ARS (provided that it will not be blocked in that
dates like MH Y); hence, the likelihood of secondary relayingeighboring cell). It has been shown that, for-agell system,
[refer to Fig. 2(a) and (b)] should be better than that of primatiie maximum number of seed ARSs needethis- | 4/n — 4]
relaying (refer to Fig. 1). In addition, although the concept g&]. In the following analysis and simulations, we assume that
having an MH-to-MH call via ARSs only (i.e., no BTSs are inthe seed growing approach is used and denote the ARS cov-
volved) is similar to that irad hocnetworking, a distinct fea- erage in terms of the percentage of a cell covered by ARSs, by
ture (and advantage) of the proposed integrated system is that p < 1.
an MSC can perform (or at least assist in performing) critical
call management functions such as authentication, billing, and
locating the two MHs and finding and/or establishing arelaying |||, PERFORMANCEANALYSIS OF THE ICAR SYSTEM
route between them, as mentioned earlier. Such a feature is also
important to ensure that switching-over of the two MHSs (this In this section, we evaluate the performance of the iCAR
concept is not applicable td hocnetworks) is completed fast system via analysis.
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A. Principles

We first discuss the principle for the performance improve-
ment of the iICAR system over a conventional cellular system
assuming that the entire system can be covered by ARSs (i.e.,
p = 1) so that an MH in a cell can reach the BTS in any cell
in the system via relaying. We present the following two theo-
rems to show that iCAR will outperform the conventional cel-
lular system. The first theorem states the best performance that
a conventional cellular system can achieve.

Theorem 1: Assume that the total traffic in at-cell system
is 1" Erlangs, then the (system wide) call blocking probability is
minimized when the traffic in each cell 8/n Erlangs.

The proof of this theorem is given in Appendix A. This the-
orem shows that as a result of being able to distribute traffic , _ _ ,
evenly in the system, the call blocking probability will be min 9 3 A three tier subsystem considered in our analysis.
imized.

Note that, unlike a conventional system where channel bawe further assume that in the absence of load balancing, cell A
rowing is limited by cellular band interference, an ideatell is a hot spot, which is surrounded by “cooler” tier B cells and
iCAR system where an MH can be relayed to any BTS can keen cooler tier C cells, as depicted in Fig. 3. In other words, we
treated as a singlsupercell system withn times of DCHs. assume thdt, > 1;, > 1, and in addition, > 1y, T, < T},
Given the same total traffi¢’ Erlangs, the call blocking proba-andT; could be larger, equal, or smaller th@i. The differ-
bility in the super cell is lower than that of a conventional cekence between the actual traffic load in each cell and the sub-
lular system even when the traffic is evenly distributed amorgystem-wide average load, namé&ly— 7'y (wherei = a, b, c),
then cells. More formally, we have the following theorem.  will determine the amount of load balancing desired (which may

Theorem 2: For a given total traffic in a system and a fixedchot be achievable due to limited ARS coverage and blocking in
number of DCHs in each cell, an ideal iCAR has a lowateighboring cells). Below, we provide a steady-state solution for
blocking probability than any conventional cellular systemhe traffic intensities reached after achieving dynamic load bal-
(including a perfectly load-balanced one). ancing via primary and secondary relaying.

The proof of this theorem is in Appendix B. Note that the To facilitate our analysis, we assume that traffic is not spread
above two theorems serve as a proof of principle that iCAR c&om a cell to an equally loaded or a more heavily loaded cell,
perform better than any conventional cellular systems. Howevand in addition, traffic is evenly distributed in any given cell, and
what has been implicitly assumed is that, in the ideal iCARence, the probability that a call can be relayed to a neighboring
not only are there sufficient numbers of ARSs, but also thecell (provided that it will not be blocked in that neighboring cell)
is no bandwidth shortage along any relaying route such that d@syequal to the fractional ARS coverageWe do not consider

number of calls can be relayed through an ARS. cascaded relaying in our analysis, as in the three-tier model,
cascaded relaying results in little or no improvement over sec-
B. Analysis ondary relaying.

Inthis section, we analyze the performance of ICAR with lim- 1) anma}ry I;elaylng: Slnfce pnlma(;y re]Ic?ylngr\]/yllLattemyT_tktol
ited ARS coverage using the Erlang-B model [4]. We parti- 'ansfer only the amount of overload traffic (which most likely

tion an iCAR system with unbalanced traffic and scattered hlapresents_ blocked calls) _to{ from MHS C(_)vered by A_RSS to cell
spots into subsystems. Each subsystem includes a hot spot aﬁ.ﬁé’;\ssummg thatthe trafficina cgll is uniformly distributed, the
center and the traffic in it is assumed to be location-depend@fErage amount of overload traffic in cell A that can be trans-
(i.e., the farther away from the hot spot, the lower the traffic i erred via primary relayln.g to tler' B cells &7, _Tf)(l —By). .
tensity is)? Since there is little or no interaction (e.g., relaying ence, the average traffic load in cell A after primary relaying
among cells in different subsystems, the analysis will focus o comes

on a three tier subsystem shown in Fig. 3. More specifically, we
denote the traffic intensity in cell A, each tier B cell, and each
tier C cell in the absence of relaying &, T;, andT,, respec- . . o
tively, and the corresponding caﬁ blgi)cl)(dingbprobabilitiesgay, chordlngly, t_he new call blocking probability in cell A due to
By, andB,, respectively. If perfect load balancing is achieved'imary relaying is

the traffic intensity per cell will be

Tg):Ta_p(Ta_Tf)(l_Bb)' (2)

pyM 1
T, + 6T + 127, B£=%éf@5, M) (3)
Ti=—""9 (1) S ()it

=0

2Similar techniques can also be applied to subsystems with other traffic p‘éfhereM is the number Of cellular b"fmd Channells' NOt? that,
terns. although as a result of primary relaying the traffic load in the
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12 T T T T

ARS coverage area in cell A may have been reduced, the loi
in other areas in cell A (i.e., areas not covered by ARSs) has nc
and the total load in cell A is higher th&ry. More specifically, 10 -

the average amount of overload traffic in cell A becorigs= & . .

TP —T;, which is still nonnegative and can only be reduced vics T inou Belaying

o — 4, WHICH IS Sl nonnegative and can only be reduced vi— | —— With Primary Relaying
secondary relaying as to be discussed in the next subsectiono —— With Secondary Relaying

Since the average amount of overload traffic relayed from ce=
A to each of the six tier B cells i§p/6)(T, — T¢)(1 — By),
the traffic load in each B cell becom& = T, + (p/6)(T, —
Ty)(1 — By). This, however, will be reduced due to primary
relaying of traffic from tier B to tier C cells (which initially have
a lower blocking probability than Bs). More specifically, sinceg
each B cell is surrounded by three C cells, traffic relayed fron 2| : ]
a cell B to tier C cell is(p/2)(T" — T7)(1 — B.). Hence, the
average traffic in cell B becomes

e

Il Blocking Rat

00 0.2 0.4 0.6 0.8 1

Tf -7 _ g(T/ —T§)(1— B). 4) ARS Coverage Probability

. . I Fig. 4. Call blocking probability versus ARS coverage probability whgr=
Accordingly, the new call-blocking probability in cell B dueso Erlang.

to primary relaying iB; = f(I}, M), which is obtained from
(3) by replacingZ? with ;7. ) .
Similarly, one can compute the average traffic in cell Cs after Fig. 4 shows the impact of ARS coverags) on the call

primary relaying and the corresponding new call blocking pro _I_ocking probability i_n cell A, with primary r_elaying only and
ability. with secondary relaying Observe that to achieve an acceptable

2) Secondary RelayingThe goal of secondary relaying iScaII blocking probability (e.g., 2%) with primary relaying .only,
to distribute the load more evenly than what is possible via pﬁ‘-RS coverage has _to _be very high gompared t(.) th‘."lt with sec-
mary relaying. For cell A, this is accomplished by trying tcS)ndary relaying. This is because primary relaying is effective

relay additional traffic in the ARS coverage area (which mo&nlyhon the _bIOCkE;F car:I_s,h whereas r;slecond_ary relf;l)ymg operat?js
likely represents on-going calls) in order to offset (i.e., reducg the ongoing calls which are much larger in number compare

the higher than average traffic load in the entire cell A. R&C the ,b,IOCked call§. . )

call that the overload traffic in cell A after primary relaying is . Add|t'|onal analyfucal results WI||.be presented along with the
Ur = TP — T}, which is the excess amount that odeally simulation resuits in the next section.

would like to transfer to tier B cells. However, based on the pre-

vious discussion, the traffic that can be transferred via secondary IV. SIMULATION RESULTS

relaying in cell Ais at mospZ? (1 — BE)(1 — By). Hence, the  To obtain performance results under more realistic assump-
traffic that will be transferred via secondary relaying from cefions, we have also developed a simulation model. As in the
Als analysis, we partition the system with unbalanced traffic and
scattered hot spots into subsystems. In this simulation, we stud
R, = min{Ug, pT3 (1 - Bo)(1 - By)}- ) only one subsyr')stem (see theyarea inside the dashed rectangle)gn
ﬁig. 5), which is quite similar to the model used in the analysis
(shown in Fig. 3) except for several additional cells (in tier D).
The average call arrival rate and holding time are two factors
T2 =TV — R® (6) determining the traffic load (measuredBnlangs in a cell. To
facilitate our simulation of different traffic intensities, we keep
based on which, the corresponding new call blocking probte average call generation rate fixed and vary the average call
bility in cell A becomesB: = f(I7, M). holding time (note that we could have varied the call generation
Similarly, one can compute the adjusted traffic load in tier Bate instead). The holding time is a random variable with cut
and C cells and the new blocking probability after secondaregative exponential distribution. Table I(b) gives an example

As a result of secondary relaying, the average traffic in cell
becomes

relaying. of mapping from average holding time to traffic intensities we
_ get from the simulation.
C. Analytical Results There are5 x 5 = 25 BTSs and 56 seed ARSs in the sim-

Without loss of generality, we assume that each BTS helation model. We assume that the longest transmission range
M = 50 DCHs and7, is 50Erlangswhich corresponds to 5% of a BTS is 2 Km and an ARS (which is placed at each shared
blocking probability in cell A. We also assume that the traffi@order of two adjacent cells) covers an area whose radius is 500
intensity decreases to 0.8 fraction from one tier of cells to aft. This results in the ARS coverage pf= 0.23. Each BTS
other, which means thdf, = 0.87;, and7. = 0.87;, and con- ) o )

It should be noted thasecondary relayingby definition, is a relaying

Sequem!y r.eSL."tS in approximately 1'87_% and 0.75% blOCki'ggategy that includes, as a first step, the use of primary relaying, or in other
probability in tier B and C cells, respectively. words, secondary relaying is implemented in addition to primary relaying.
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—— Without Relaying Z
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Fig. 6. Blocking probability in cell A.
Fig. 5. Simulation environment.

] _ bility in cell A with stationary MHs. Without any relaying, as ex-
has 50 cellular band channels (i.8/ = 50), and by default pected, the call blocking probability which increases with traffic
each ARS can handle up to three cellular band channels usii@nsity is very close to that shown in the Erlang B table (which
a proper multiplexing technique. In order to obtain good statigarifies that the simulation model is reasonable).
tical results, over 25000 MHs are simulated which are initially \ye opserve from Fig. 6 that there is a good match between
placed in the system with uniform distribution. Table 1(a) list§y4)ysis and simulation results with primary and secondary re-
the parameters used in the simulation. _ laying. Minor differences may be attributed to the fact that in

The simulations were performed using GloMoSim [18]. Ifye analysis we try to balance the load by relaying traffic even if
addition to the operations in a conventional cellular system (ifygre is no instantaneous blocking in that cell, whereas in sim-
cluding handoffs from one BTS to another), we implement prijation relaying is attempted on a call-by-call basis whenever
mary, secondary, cascaded relaying, and various other handgffse is blocking.

(e.g.,_from a BTS to an ARS and from an ARS to a BTS). As With primary relaying, the call blocking probability can be
mentioned in footnote 3, when we talk about the performancel%fduced but not by much. When traffic load is not very high

secondary relaying, itimplies that both primary and second é(verage holding time is less than 110 s), primary relaying can

re'aY‘”g are implemented. Similarly, cascgded relaying ac 2duce the blocking probability to an acceptable level (e.g., less
ally includes primary and secondary relaying. The call droﬁ)ﬁan 20%)

ping/blocking probability, throughput, and additional signaling Secondary relaying reduces the call blocking probability
overhead introduced by relaying are the main metrics used t%ch further. More specifically, the acceptable maximum
evatluie_rt: N pe(rjformance .Oft bmg;fﬁ” A. and '\t/lh: er|1t|r::‘ Y locking probability is normally 2%. By applying relaying,
systenr. Therandom waypoint mo erein an selects a thr(ﬁ%capacity of celld can increase from 40.2%5rlang (with
0

random spee_d, Moves for 8.5’ stays 'Fhere for2 S ‘."‘_”d then Szﬁ ing time of 110 s) to 51.81Erlang (with holding time of

to move again, is used to simulate different mOb'“t'eS to stu More than 140 s), which implies that the cell can take several
their effects on handoffs [.19.] a”d.c"’.‘” dropping IOrObabIIItIe%iundred additional calls per hour and still keep the blocking
The movement of MHs is limited within the dashed square ar%erlobability below 2%

(which only has a few additional cell Ds to simplify the simula* Our simulation also reveals that among over 13 000 calls gen-

tion model). The moving direction is random frorh @ 360°. : i

The absolute speed value is a random number within a range?ra-ted in cell, no more than ten of them can successfully es

e . ahlish a cascaded relaying route. This is because after primary

tween O meter per second (m/s) and a specified maximum SPend secondary relaying, most of the ARSs in cell A and tier B

In order to obtain converged results, we run the simulation f@reIIS have alread been’used to relay calls from cell Btand

10 h for each traffic intensity and MH mobility combination be- ybee yca T
: . from B; to C; respectively, and the active MHs using a DCH

fore collecting the results. The MHs in the system generate over J 4 )

: : . In cell A and B; are most likely not covered by an ARS; hence
250000 calls during this period.

either one cannot find an active MH in cell A for a secondary
A. Call Blocking Probabilit reIaymg from A to B (as the flrst step in cascaded_ relaymg)Z or

all ploc I|ng foba _I Y _ _ even if such an MH is found in cell A, one cannot find an active
_ Anew callis blocked if there is no free DCH available whefH in cell B to complete the cascaded relaying. This is why the
it is generated. Fig. 6 shows the results for call-blocking probggrves for cascaded relaying in Fig. 6 (and all following figures)

4Call blocking/dropping probability and throughput are obtained assumifMOSt overlap With tha_-t for secondary relaying, implying that
abundant control bandwidth, i.e., a sufficient number of signaling channels. the cascaded relaying is not very helpful.
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Fig. 7.  Blocking probability versus number of relaying channels in cell A. Fig. 9. Dropping probability in cell A with average holding tire120 s.

7
—— Without Relaying . . . .
—— Simulation Results With Primary Relaying in Section I, Wh_l_ch prove that the iCAR system has the lowest
6| —e— Simulation Results With Secondary Relaying _ blocking probability. Similar to the results in cell, secondary
—<— Simulation Results With Cascaded Relaying relaying significantly reduces the call blocking probability, but

cascaded relaying is only marginally useful. Though the results
are not shown, mobility does not have any significant effect on
the blocking probability in cell A or in the subsystem.

[9]]
T

S
:

B. Call Dropping Probability and Handoff Performance

w
T

A call may be dropped when the active MH moves into a con-
gested cell. In this simulation, we assume that there are no DCHs
reserved for handoff calls, i.e., the handoff calls have no special
priority [20]. Fig. 9 shows the dropping probability versus the
maximum MH moving speed. With a higher MH mobility, the
‘ dropping probability increases sharply (recall that this is not the
170 180  case for the blocking probability). In addition, when comparing
with Fig. 6, we see that primary relaying performs very well for
handoff calls. For example, only about 20% blocked calls are
saved by primary relaying. But for handoff calls, the primary

Fig. 7 shows the impact of the relaying bandwidth (i.e. th&'@ying can reduce the dropping probability as much as 50%.

number of cellular band channels each ARS can handle) on fHETe are two reasons for the good performance of primary re-
performance. Although a higher traffic intensity may requirking in handoffs. First, when a call is handed off from cll

more relaying bandwidth in order to achieve the lowest possitiR Cell ¥ (which is congested), it is almost guaranteed that cell

blocking probability in cell A, at most three cellular band chan has at least one free DCH (which is released by this MH).

nels need to be handled by each ARS for relaying purpos§§.cond’ handoffs alyvays happgn at boundaries of cells, where
Since cell A is the most congested cell (which needs to reléﬁﬁ put the ARSs. Since a cell is modeled as a hexagon, from
the largest amount of traffic), this number of channels is aldgPle 1(a), we can see that a large portion of the boundaries of
enough for ARSs in cell Bs and Cs. This explains why the an@-cell is covered by the ARSs. In addition, secondary relaying
lytical results (which are based on the assumption that an ARgsluces the dropping probability further to a certain level. But

can handle as many cellular band channel as necessary) agh$!© Similar reasons to those mentioned in the previous sub-
so well with the simulation results. Section, cascaded relaying is not more helpful than secondary

Call Blocking Rate in subsystem (%}
N

—_
T

?20 120 130 140 150 160
Average Call Holding Time

Fig. 8. Blocking probability in the entire subsystem.

Fig. 8 shows the blocking probability of the entire sub™laying.
system. It is much lower than the results in célbecause all
other cells have lower load than A. As one can see from the Throughput
figure, the results due to relaying are fairly good. In particular, In our simulation, we assume the transmission and reception
the system-wide blocking probability decreases although tbaffer size to be zero. In other words, if a call is blocked or
blocking probability in other low-load cells may increaseropped, all the packets to be transmitted will be discarded im-
slightly because of the extra traffic relayed from the hot spatediately. We compare the throughput of the iICAR system with
cell A. This agrees with Theorem 1 and Theorem 2 presenttat of a cellular system (without relaying) by computing the
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TABLE |
(a) DEFAULT SIMULATION PARAMETERS. (b) MAPPING FROM AVERAGE HOLDING TIME TO TRAFFIC INTENSITY IN CELL A WITH NO MOBILITY
AND EVENLY DISTRIBUTED MHS

Cell Radius (R) 2 Km Average Holding Traffic Intensity
Cell Number 25 Time (s) (Erlangs)
ARS Radius (r) 500 m 110 40.9
ARS Number 56 120 43.0
MH Number 25600 130 47.6
Simulation Area 12Km x 15.6Km 140 50.7
DCH at each BTS 50 150 53.6
DCH at each ARS 3 160 594
Average MH Call 170 62.4
Generation Rate 1 per hour 180 66.3
(a) (b
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Fig. 10. Throughput in cell A. Fig. 11. Extra overhead incurred by BTSs in the subsystem.

throughput ratio, which is defined to be the ratio of receiveBTS, and MH, have to send and receive more signaling packets
data over the data to be transmitted. This ratio is inversely pian the case without relaying. In simulation, we study the ratio
portional to the blocking/dropping probability. Fig. 10 show®f additional amount of signaling traffic due to primary, sec-
the results in cell. In general, a higher traffic load results in gondary, and cascaded relaying over the basic amount of sig-
lower throughput ratio because of the limited capacity. When th@ling traffic without relaying.
traffic load in cell4 is low enough (with an average holding time A simple signaling protocol described in [2] is implemented
of less than 140 seconds), we can obtain above 99% throughipuhe simulator. Our results (though not shown) indicate that the
ratio by applying relaying. Under a higher traffic load, one caf@laying does not add much burden to MSC. More specifically,
still improve the throughput by as much as 15%. For reasopgmary relaying results in only 1% more overhead. Even in the
similar to those discussed in Section IV-B, cascaded relayifgse when one applies all three kinds of relaying, the additional
results in minor performance improvement. Though the resufigerhead is at most 20%. This is reasonable because MSC does
are not shown, we note that, for the overall subsystem, one ¢ get involved much in relaying operations.
keep the throughput ratio as high as about 97%. FurthermorefFig. 11 shows the extra signaling overhead incurred at a BTS
with a higher MH moving speed, throughput decreases but ngaen the maximum MH moving speed is 1 m/s. As can be seen
as dramatically as the increase in the dropping probability witfom the figure, primary relaying does not cause much over-
the MH moving speed. This is because most of the packets fad. But when the traffic load in the system is very heavy,
discarded during call blocking or in other words, the blockingTSs experience significantly high overhead while using sec-
probability dominates the throughput performance. ondary and cascaded relaying. This is because with increase in
the traffic load, the probability that a call needs to be relayed
alsoincreases. This results in a large number of requests for sec-
ondary relaying. For each request, the BTS will query MSC for
An undesired side effect due to relaying is the extra signalim@CH status information, send a broadcast message to all MHs
overhead. In addition to ARSs, three system components, MJfor secondary relaying), and process replies from the MHs.

D. Signaling Overhead
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Our results also showed that the MHs suffer a higher overheadNote that the proposed relaying through ARSs is useful in
(as much as 2.5 times more than the case without relaying). Tarsy cellular system where congestion may occur, even though
is because whenever a call tries secondary or cascaded relayancgll may not be allocated a dedicated DCH all the time (or in
all the active MHs using DCH in the cell are responsible fasther words, during the entire call duration). Also, if one simply
processing and replying to the broadcast messages from BTeats the 2.4-GHz band as an additional set of channels that

Notice that the high overhead in BTSs and MHs is incurrezhn be used in a cellular system (by, e.g., modifying each BTS
only under very heavy traffic load (which may be unreasorso it is equipped with the R-interface as well), one will not be
ably high because the blocking probability would be much mogedble to balance loads among cells or to eliminate congestion in
than 2%) and based on nonoptimal signaling protocols. Withhat-spot cells via relaying. Other approaches such as those using
normal traffic intensity with average holding time equal or lesgicrowave links between BTSs, cell splitting, cell sectorization,
than 120 s in this simulation, the extra overhead introduced byd cell breathing cannot serve as a replacement for relaying in
using all three kinds of relaying at MSC, BTSs, and MHs ai€AR either, although they may be used in conjunction with our
only about 1%, 3%, and 5%, respectively, which is not signifapproach.
cant. Nevertheless, further research is needed to improve the sig-
naling protocols to reduce the overhead and to study the tradeoff VI. CONCLUSION

introduced by dedicating one or more additional channels to . .
carry control signaling information .We have proposed a novel archltepture for next-gen(_aratlon
: wireless systems called iCAR which integrates the traditional

Finally, our simulation resuits also revealed that althOu%hellular and modern relaying technologies. We have also evalu-

Vr;/]'(t)rr]easihf:ﬁ: Ynis?gvgnsgbzziﬁgé tohfethl\élﬂ? Q;edr;ga%riﬁfe%ﬁid the performance improvement of iCAR over conventional
g g 9 gherp Y C&lular systems under Erlang-B traffic model. The basic idea of

a ha.n.doff cal! needs relaying n ordgr to avoid being droppet 'e ICAR is to place a number of ARSs in a cellular system to di-
mobility has little effect on the signaling overhead. . .
vert excess traffic from one (possibly congested) cell to another.
We have compared the performance of the iCAR system with
V. RELATED WORK the conventional cellular system via analysis and simulations
i i i . _ in terms of the call blocking/dropping probability, throughput,
In this section, we discuss a few related studies in the litefq,y sjgnaling overhead in both the hot cells and overall sub-
ature. In [21], the authors presented a hierarchical structure g%tem. Our results have shown that iCAR, with only a lim-
wireless mobile systems with a fixed backbone. In orde_r t0 &t5d number of ARSs placed using the seed-growing approach
cess the backbone, all MHs have to go through a mobile basge e end of Section I1), can dynamically balance the traffic
sta_ltlon (‘_Nh'Ch can be thought ofasa cIu_stgr head). Itis ?'m'lﬁfnong cells, reduce the call blocking/dropping probability (thus
to iCAR in that the cellular mfrastructure iniCAR is also fixed;\ ~raqse system capacity), and improve the system throughput
and the ARSs can be mobile and used to relay between M t effectively.
and the fixed BTSs. However, in iCAR, the MHs have two air
(or radio) interfaces so that they may communicate with BTSs
directly without going through ARSs. In addition, each ARS is
under the control of a MSC and has limited mobility. Such Broof of Theorem 1
feature is important to ensure that a relaying route can be set o
up fast and maintained with a high degree of stability. Routing Thoerem 1: Assume that the total traffic in an-cell system
in ICAR is similar to that of having a hybrid (both hierarchicals 7" Erlangs, then the (system wide) call-blocking probability
and flat) structure in [22] for efficient routing and handoffs ifs Minimized when the traffic in each cell%/n Erlangs.
mobile ATM networks. The difference between the two is that ~ Proof: Let the number of DCHs in each cell be and
in the latter, path extension (or relaying) is between two (fixe%iume that the traffic intensity 1§ in each celk whereT” =
BTSs through direct wired links. :

APPENDIX A

.1 1;. The probability of all the channels in célbeing busy

In the multihop cellular systems approach [23] and the mé 9iven by the following Erlang B formula:
bile-assisted connection admission (MACA) system [24], re-

M /AL
laying is performed by MHSs, and thus that approach shares B,(M;T;) = ﬁﬂ
many disadvantages in terms of security (authentication, pri- ZT; /il
vacy), billing, and mobility management (of the MHs) with mo- = v

bile ad hocnetworks. In addition, the main goal of the multihop

cellular systems is to reduce the number of BTSs or the trafsr then-cell system, the average blocking probability for the
mission power of each BTS, but it can no longer guarantee a falttire system is

coverage of the area. In fact, even in the ideal case where every

MH in an area uncovered by any BTS can find a relaying route zn: B. x T
(through other MHs), the multihop approach will neither in- A
crease the system capacity nor decrease the call blocking/drop- B= -7

ping probability, unless a large percentage of the calls are in-
tracell calls (i.e., calls whose source and destination are in theSince?’ = Y7, 7;, we may writel;, = 7' — 327 T;. I

same cell), which usually is not the case in practice. other words, there are onty — 1 independenf’;s. In order to
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compute the minimum value d8, we compute all the partial Since every term in the above equation is positive

derivatives ofB and set them to be zero, that is

i+l
n

1
9B _, (1<i<n-1) 1 S M<M_5>W<M
_— = <:1<n-—1).
T o Gt i)~ 2 X7
We omit the details but we can obtain the critical points (or the =0
solutions to the above equations) as M MM-1)---(M—-j+1)
T _ >y X7
N=T=---=T,=—="1T. j=0
n
By computing the second-order partial derivative®afhich = m [ |
forms a matrix, and by verifying that its determinant is larger (M; X)
than zero at the above critical points, we have shown that the R
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