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Abstract

We consider image transmission using multiple description transform coding (MDTC) over or-

thogonal frequency division multiplexed (OFDM) wireless broadcast channels, where the system

may not have any feedback on channel gains. We investigate the redundancy allocation in MDTC-

OFDM system, physical layer frequency diversity, and decoding strategies to maximize the quality

of reconstruction. Via mathematical analysis, supported by MATLAB simulations, we show that,

error resilience of the descriptions can be increased by suitable assignment of coding redundancy

in the transform modules at the source, which can be further optimized if the channel character-

istics are known at the transmitter. Additionally, the relative performance of the MDTC-OFDM

system is studied with respect to a competitive approach, called forward error correction based

multiple description coding (MDC) over OFDM, where we show that, for the same redundancy

assignment, the MDTC based system performs better under harsh channel conditions.

Keywords: Multiple description transform coding; source coding redundancy; MDTC-OFDM

system; feedback-less broadcast channel; frequency diversity; MDTC estimation

1. Introduction

There are three types of coding normally practiced for image/video content: non-progressive

coding, progressive (layered) coding, and multiple description coding (MDC). In MDC, the MD
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coder generates multiple descriptions or message blocks from the source content. The generated

descriptions are such that they are correlated with each other. This correlatedness feature is in-

troduced by adding some controlled redundancy or extra bits to the compressed source data. This

process helps to estimate the lost (corrupted) descriptions from the correctly received ones and

thus retransmissions can be avoided [1], but it is at the cost of a reduced compression efficiency.

MDC is a more robust technique for wireless environments, as an MDC receiver can decode the

data with a low but acceptable image quality even if some of the descriptions are lost [2].

At the physical transmission level, orthogonal frequency division multiplexing (OFDM) is used

in many current wireless communication systems, as it provides an opportunity to exploit the

diversity in frequency domain by providing a number of sub-carriers, which can work as multiple

flat fading channels for applications dealing with multiple bit streams.

Combinedly, MDC at the source along with OFDM at the physical layer is an interesting alter-

native image/video coding technique to combat bursty packet losses over wireless channels, and it

is especially promising for applications where retransmission is unacceptable.

1.1. Background and motivation

The simplest way to produce multiple descriptions is to partition the raw source content into the

required number of sets and compress them independently. For description recovery, interpolation

techniques are used [3]. Scalar quantization based MDC (called MDSQ) is another technique that

was introduced in [4]. The recent advancements in this area are Gram-Schmidt orthogonalization

based multiple description quantization (MDQ) [5] and the one via delta-sigma modulation [6].

Another recent development is lattice vector quantization based multiple descriptions (MDLVQ)

generation [7, 8], that exploits the correlation among the source samples. Multiple description

transform coding (MDTC) is another variant of MDC, that was introduced in [9, 10] and further

extended in [11]. In MDTC, a correlating transform is used to introduce dependency among the

coefficients (by adding redundancy or extra bits per coefficient), so that they can be estimated from

each other, albeit with some distortion in the reconstructed data at the receiver. Besides the above

techniques at the source level, forward error correction (FEC) based joint source-channel coding,

called FEC-MDC [12, 13], has been another popular approach that works based on the channel

2
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state information (CSI). Among these several variants, namely, quantization based (e.g., MDSQ,

MDVQ), transformed based (i.e., MDTC), and FEC based MDC, MDTC has the benefit of higher

coding efficiency relative to MDQ techniques [10]. MDTC also enjoys simplicity and widespread

compatibility with any source compression algorithm compared to FEC-MDC [12, 9, 13].

The use of FEC variants for transmission of delay constrained contents, such as image/video,

with or without involving MDC has been studied in different systems. For example, for video trans-

mission over wireless [14], packet interleaving is combined with dynamic FEC to combat burst

errors. Particularly, the packet interleaving and FEC was adapted with respect to packet deadlines,

packet priority, and buffer occupancy, to improve the quality of delivered content. In [15], unequal

error protection (UEP) for progressively encoded image transmission over single carrier wireless

system with Rayleigh fading channels was studied where hierarchical modulation techniques were

considered. The study in [16] provided a lucid description of performance and complexity issues

associated with MDC and UEP-FEC schemes for image and video transmissions.

For image frame transmission, MDTC is generally applied on a compressed frame. It could be

based on either discrete cosine transform (DCT) or discrete wavelet transform (DWT). In [11], a

general framework based on square linear transform on MDTC to generate more than two descrip-

tions from DCT coefficients was presented. For a two-description case (i.e., 2 × 2 transform), a

simple optimal transform was proposed that produces a balanced rate for the two channels, where

the redundancy-distortion trade-off can be controlled by a single parameter in the transform matrix.

For realizing MDC with more than two descriptions, the authors also proposed a cascade structure

for MDTC to maintain the ease of design. To our best knowledge, the important aspect of optimal

redundancy allocation, which helps maximize the description recovery in the face of transmission

errors with the minimum possible overhead of data rate, is still missing in the literature.

Between DCT based and DWT based MDTC variants, the latter was shown to be more robust

to noise [17]. DCT-MDTC principles were applied on DWT images in [17]. The new system was

called DWT-MDTC. The relative performance of DCT-MDTC and DWT-MDTC under varying

number of received descriptions showed that the DWT-MDTC performs better under lossy scenar-

ios. Along this line, our interest is to analytically formulate the MDTC estimation and distortion

3
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associated with the losses by accounting the actual physical channel behavior.

As prior research has demonstrated, physical layer diversity also has an important role along

with MDC for an optimum system performance [18, 19]. Several physical layer works, e.g., prior-

ity based protection scheme [20], rate-distortion performance [21], optimal rate allocation in MD

coded transmission [22], studied the channel diversity issues based on the premise of independent

erasure channels. FEC-based MDC over OFDM (FEC-MDC-OFDM) system performance was

evaluated [23] and mathematically analyzed [24] under the block fading channels. The study was

extended in frequency selective fast fading channel environment [25]. The application of FEC-

MDC for scalable video transmission over OFDM channels was also carried out in [26]. The

discussion on video transmission is however out of scope of this paper. In these studies cross-layer

diversity gain was obtained from frequency selectivity of fading channels. For distortion perfor-

mance measure in [23, 24, 25], the number of descriptions was set equal to the number of OFDM

sub-channels. However, the description loss probability in such fading environments is highly

dependent on the application layer diversity. In other words, characterizing the distortion func-

tion in FEC-based MDC over OFDM channels would be more involved in a frequency selective

fading environment if the number of descriptions is much less than the number of sub-channels.

Also, the error protection overhead added to each application layer coded (layered) description in

FEC-based MDC is dependent on image/video characteristics (e.g., contrast, frame rate).

Although MDTC-OFDM system offers a simpler alternative to MD quantization variants and

FEC-based MDC, the performance of MDTC with two or more descriptions over OFDM channels

has not been adequately studied in the literature. These considerations along with the lack of

CSI feedback in broadcast channels motivate us to investigate the MDTC performance over fading

channels with OFDM-based physical layer.

1.2. Contribution

In this paper, the optimization of DWT-MDTC transmission over OFDM fading broadcast

channels is investigated with an implicit assumption of a symmetric MDC (where the descriptions

are equally important). The major contributions in this paper are the following:

1. To aid applicability of the proposed MDTC-OFDM scheme on any image frames, a gener-

4
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alized parametric function, which models how the image is compressed based on the image

frame’s quality factor (e.g., sharpness, contrast), is introduced.

2. A channel-aware MDTC-OFDM system is designed by optimally assigning the redundancy

to minimize the average distortion. It is shown that the error resilience of the descriptions

can be increased by suitable assignment of coding redundancy in the transform modules at

the source and by exploiting physical layer frequency diversity and channel feedback. It

may be noted that, optimum redundancy allocation in MDC descriptions for a given total

redundancy is critical for minimized distortion of the application content at the receiver.

3. A sub-optimal method, which is solely based on the quality factor of the image and the re-

dundancy allocation at the source, is developed for channel-oblivious MDTC-OFDM system

for broadcast channels. The performance of the proposed method for the channel-oblivious

MDTC-OFDM system is compared with that of the channel-aware MDTC-OFDM system.

In addition, an efficient MDTC decoding (estimation) technique is proposed to maximize the

image reception quality.

A comparative study of the proposed MDTC-OFDM system with a competitive scheme (FEC-

MDC-OFDM) shows that the MDTC-OFDM system performs better under harsh channel condi-

tion.

1.3. Organization

The rest of the paper is organized as follows. Section 2 describes the MDTC-OFDM system

model, the proposed parametric model that generically represents a compressed source, the cas-

cade structure for the MDTC along with the estimation approach, the channel model, and MDTC

descriptions mapping over the OFDM channels. Section 3 contains the distortion analysis, fad-

ing channel dependent error performance, and optimization formulation on redundancy allocation.

Section 4 presents the numerical optimization procedure and the results on channel feedback based

optimum redundancy allocation and channel-oblivious sub-optimal redundancy allocation perfor-

mance, followed by a comparative performance study of MDTC-OFDM and FEC-MDC-OFDM

systems in Section 5. The paper is concluded in Section 6.

5
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2. System model

2.1. MDTC-OFDM system

An example of the proposed MDTC-OFDM system model is depicted in Fig. 1. Following the

LL

LH

HH

HL

LL HL

HHLH

DWT

4 sub−images

first−level
Image
frame

serialization of
coefficients

N’N’ N’

des1

des2
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des4

N’ bits

MDTC 

coefficients

quantization
uniform

and binarydata coefficients coding
N’ bits

128 descriptions,

channel
fading + AWGN
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IFFT + CP + serialization

in OFDM system
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Receiver

sequence (optional)
adding training
conversion,
serial−to−parallel

each m−ary modulated

(each packet has 4 descriptions)

packetization

 description 

N   data bits

and mapped to 128 subcarriers

b

Packet 2

Packet 1

Packet 32

Packet 2Packet 1

Figure 1: An example of MDTC-OFDM system with 4 descriptions and 128 sub-channels.

JPEG-2000 standard [27], an image is compressed using 2-dimensional DWT, on which MDTC is

applied. The generated descriptions are suitably arranged and fed to the OFDM system with the

same fixed modulation scheme for each sub-carrier1. Suitable estimation techniques are applied

for error recovery at the receiver end, so as to minimize the distortion.

In 2-dimensional DWT, the minimum number of descriptions generated out of an image frame

(after first-level compression) is 4. So, the MDTC scheme has to operate with a minimum 4

descriptions. The compression process can be extended to multi-level DWT and the proposed

1In general, the term sub-carrier refers to one of the carriers (i.e., a narrow-band frequency channel) in a multicar-

rier (OFDM) system, whereas a sub-channel can refer to a single narrow-band channel or more than one (contiguous

or dispersed) such narrow-band channels. In this paper, the frequency band around a single sub-carrier is considered

as a sub-channel, and so the two terminologies are synonymously used here.

6



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

MDTC-OFDM system model would work with any number of descriptions (in multiples of 2) by

extending the cascading structure, although the numerical computation for optimum redundancy

assignment in MDTC becomes more involved with the increased number of descriptions (Section

3). Furthermore, it was demonstrated in [28] that the increase in performance gain slows down

significantly as the number of descriptions is increased beyond 2. Driven by these practical obser-

vations, we argue that the general MDTC-OFDM system is not of interest, and we choose to work

with 4 descriptions MDTC system. The number of OFDM sub-carriers can be chosen as per the

wireless access system physical layer standards. In our analysis (Section 3), 128 sub-carriers have

been considered. The functional steps involved in MDTC-OFDM system are as follows:

1) First-level DWT is applied on an image frame producing 4 sub-images: HL, LH, HH, and

LL. If the original frame is of size N1 × N2 pixels, then each sub-image is of size N1

2
× N2

2
pixels.

2) From the 4 sub-images 4 data coefficient vectors are generated by fetching them serially.

For a sub-image of size N1

2
× N2

2
pixels, the number of coefficients in each data coefficient vector

is N1N2

4
.

3) Adopting the techniques in [29], MDTC cascading is applied on 4 coefficients - one each

from a data coefficient vector - to get 4 correlated coefficients (detailed in Section 2.3).

4) Step 3 is repeated for all coefficients in the data vectors. Thus, 4 correlated description

coefficient vectors are generated, each of length N1N2

4
.

5) The description coefficient vectors are uniformly quantized and binary coded with L bits/

coefficient, to form the description bit vectors, each of length Nb = N1N2L
4

bits.

6) The description bit vectors are collated and mapped onto the OFDM system (Section 2.5),

and a suitable estimation technique is used for the lost (corrupted) description recovery at the

receiver (Section 2.3).

2.2. Model to generate compressed source vectors

We note that, variances of the compressed data vector depend on the image as well as the

compression technique used. For a comprehensive study on different sources, we introduce a

generalized parametric function,

ψi = a(v)(i − 1)v + b(v), (1)

7
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the slope of which represents the relative difference in variances among the compressed image

coefficients. By adjusting the variance controlling parameter (quality factor) v, the variances of

different data vectors of any given compressed image can be realized. In (1), the coefficients

a(v) and b(v) are functions of v. The values of ψi provide the corresponding relative measures of

variances σ2
xi

, for 1 ≤ i ≤ 4. a(v) and b(v) are suitably chosen to control the absolute values of

the variances of the compressed source. We normalize the variances with respect to the highest

value σ2
x1

, with σ2
x1

= 1, which corresponds to b(v) = 1. a(v) is obtained by setting ψi = 0 at

i = 5, which gives a(v) = −0.25v. This model of generating compressed source vectors gives the

variances as: σ2
x1

= 1; σ2
x2

= 1 − 0.25v; σ2
x3

= 1 − 0.5v; σ2
x4

= 1 − 0.75v. Fig. 2 shows the four
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Figure 2: Considered source generating system: different source vector variances with parameter v.

source vector variances, generated with different values of v. It can be noted that, a higher value of

v corresponds to a lesser difference among the variances σ2
xi

. Moreover, applying MDC over the

data vectors with equal or nearly equal variances does not contribute to any reduction in distortion,

because the mean square distortion (MSD) of a received MDC image frame is respectively upper

and lower bounded by the average and minimum variances [29]. Accordingly, in this study, we

have concentrated on lower values of v. (Our results are valid for all values for v. However,

higher values are not of much practical interest. We studied the variances of data over several

DWT compressed test images and found that in no cases all the variances are close to each other.

Standard Lena image is best matched with v = .02, whereas for the other image frames, the value

of v lies in the range of 0.001 and 1.)
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2.3. MDTC Cascading Structure and estimation

Fig. 3 shows the pair-wise correlating transform module and the cascade structure for generat-

ing 4 descriptions. X1, X2, X3, and X4 are the input data vectors; Y1, Y2, Y3, and Y4 are the output

Y1

Y3

X4

X1
Z1

Z2

Z3

Z4
Y4

Y2

Tγ

T T

B

A U

V

T

(a) (b)

First stage Second stage

γβ

α

αT

X2

X3

lower module lower module

upper moduleupper module

Figure 3: MDTC construction building blocks: (a) pairwise correlating transform module; (b) cascading structure to

generate more than 2 descriptions.

description vectors. The amount of correlation in the output vectors depends on the redundancies

put in the transform matrices Tα, Tβ , and Tγ . The descriptions yi’s, which are the elements of the

data vector Yi (i = 1, 2, 3, 4), are transmitted over the fading channels.

At the receiver, depending on the number of descriptions received, different loss events can

occur. The receiver’s job is to estimate ŷi’s and subsequently x̂i’s via MDTC estimation and

inverse transforms. (Note that, even if there is no loss event in the transmission process, due

to quantization distortion the estimated data coefficient x̂i at the receiver will be different from

the original xi at the transmitter.) The estimation technique to regenerate the lost (or corrupted)

descriptions would decide the amount of distortion introduced. There has been no standard MDTC

estimation technique available in the literature for the cascading structure. To this end, we analyze

and compare two estimation techniques, denoted as ET1 and ET2. MDTC cascading structure

(Fig. 3(b)) has two stages, each consisting of two modules. The estimation approach is described

below, where the distinct cases for ET1 and ET2 are highlighted.

(i) If all descriptions are received, no distortion due to MDTC estimation is introduced, as no

MDTC estimation is needed.

9
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(ii) If only one description is lost, estimation is done in the corresponding module at the second

stage. For example, if y1 is lost, it is estimated at the second upper module using ŷ2.

(iii) With two descriptions lost, two cases are possible:

Case a: If the lost descriptions belong to different correlating modules, estimation is done at

both the modules of the second stage. For example, if y1 and y3 are lost, ŷ1 is estimated at the

second upper module using ŷ2, and ŷ3 is estimated at the second lower module using ŷ4.

Case b: If the lost descriptions belong to the same correlating module, in ET1, the input co-

efficients corresponding to the lost descriptions are estimated by their respective average values.

For example, if y1 and y2 are lost, ẑ1 and ẑ3 are unavailable and are replaced by their respective

averages. In ET2, on the other hand, the estimation is done at the first stage. For example, if y1 and

y2 are lost, then consider as if ẑ1 and ẑ3 are unavailable. Since ŷ3 and ŷ4 are successfully received,

ẑ2 and ẑ4 are known by inverse transform without added distortion due to estimation. Then, ẑ1 is

estimated at the first upper module using ẑ2, and ẑ3 is estimated at the first lower module using ẑ4.

(iv) Three description loss is equivalent to the occurrence of events (ii) and (iii-b) jointly. For

example, consider y1, y2, and y3 are lost simultaneously. In both ET1 and ET2, ŷ3 is estimated

at the second lower module using ŷ4. In ET1, estimates of ẑ1 and ẑ3 are their respective average

values. In ET2, ẑ1 will be estimated using ẑ2 in the first upper module, and ẑ3 will be estimated

using ẑ4 in the first lower module.

(v) If all descriptions are lost, then simply all x̂i’s are estimated as their respective average

values.

2.4. Channel model

In this study we use block fading channel model in time as well as frequency domains. De-

noting the coherence bandwidth in terms of the number of sub-channels as M , in a block fading

environment M consecutive sub-channels experience a channel gain with correlation ≈ 1, which

means, they behave similarly; either all, or none, of them can be in deep fading state. Each set of

such M consecutive sub-channels is called a ‘sub-band’. If there are S such sub-bands, the total

number of sub-carriers in the system is K = S · M . All sub-bands are considered independently

faded with Rayleigh distributed envelope, which corresponds to the block fading approximation in

10
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frequency domain [30]. In time domain, with block fading assumption, channel fading coefficients

remain constant throughout the transmission period of a description of length N
′

bits (cf. Fig. 1),

and they change independently during the next description transmission interval.

In the MDTC-OFDM system with interleaved mapping of 4 descriptions of each packet to

4 different sub-channels (refer to Section 2.5), the loss probabilities are independent as long as

M < K/4, which implies that each description in a packet will experience independent fading

condition.

2.5. Collating the descriptions and mapping to OFDM system

As shown in Fig. 1, before collating we have 4 description bit vectors. Each vector of length

Nb bits is chopped into N
′

bit descriptions. Four such N
′

bits from 4 description bit vectors are

contained in a packet. (Note that, the term packet is meaningful only for mapping of the descrip-

tions on to the sub-channels - contiguous or interleaved - which determines the correlatedness of

description errors over fading channels.) Cyclic redundancy check is appended to each N
′

bits

content for error detection. For transmitting through K sub-channels in a OFDM system, K/4

such packets are arranged in parallel, to get K bit streams. Training bits are optionally added at the

front of each description for estimating CSI at the receiver [31]. Alternatively, a combination of

block and comb based pilot signals can also be used for the CSI estimation. Since CSI may not be

available in broadcast communications, each description is m-ary (nonadaptive) modulated, and

the symbols are IFFT (inverse fast Fourier transform) one-to-one mapped to specific sub-channels

such that all bits from one description go through the same sub-channel.

Since the MDTC recovery performance depends on how the correlated descriptions belonging

to the same packet are mapped to sub-channels, to achieve the highest gain from the application

layer diversity (by MDC), physical layer diversity must be exploited. To this effect, we consider

an interleaved sub-channel mapping scheme to ensure that all descriptions from the same packet

are transmitted through the sub-channels that can be as far apart from each other as possible so that

they are less likely to be simultaneously affected by block fading. Intuitively, in absence of channel

feedback, as in broadcast communications, interleaved sub-channel mapping is the best possible

channel assignment for MD coded transmission. This physical layer diversity plays a critical role

11
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because the number of sub-channels K is much higher than the number of descriptions that are to

be mapped, and the transmitter in broadcast communications may not have the accurate CSI.

3. Distortion Analysis of MDTC-OFDM System

We now analyze and optimize the performance of the MDTC-OFDM system.

3.1. Distortion associated with 4-description MDTC system

3.1.1. Pair-wise correlation unit

In 2-description MDTC, the distortion measures are given below [29]. Referring to Fig. 3(a),

Tα is the pair-wise correlating transform matrix and is given as:

Tα =

⎛
⎝ α 1

2α

−α 1
2α

⎞
⎠ . (2)

The corresponding input-output coefficients relationship is:

⎛
⎝u

v

⎞
⎠ = Tα

⎛
⎝a

b

⎞
⎠ . Denoting the re-

dundancy introduced in MDTC as ρ bits/coefficient, the parameter α in (2) can be calculated from

α =

√
σb

2σa(2ρ −
√

22ρ − 1)
, (3)

where σ2
a and σ2

b are the variances of a and b, respectively.

The step size for the uniform quantizer is defined as Δ. If both descriptions are received

correctly, the distortion is only due to quantization noise, and is given by:

D11 =
Δ2

6
. (4)

The quantization distortion is much lower than that due to MDTC estimation, and hence it is

ignored in estimation related cases. Thus, if both descriptions are lost, the distortion due to MDTC

estimation is:

D00 = σ2
a + σ2

b . (5)

If either one of the two descriptions is lost, the distortion due to estimation of the lost description

is:

D01 = D10 =
(α2 + 1

4α2 ) σ2
a σ2

b

α2σ2
a + 1

4α2 σ2
b

. (6)
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3.1.2. Cascading structure

We extend the above formulation for the 2-stage 4 × 4 cascading structure (see Fig. 3(b)). Tα,

Tβ , and Tγ are the correlating transform matrices with the respective parameters α, β, and γ. The

redundancy distributed among the four transform modules are ρ1, ρ2, ρ3, and ρ3, respectively. As

in (3), α, β, and γ are calculated from:

α =

√
σx2

2σx1(2
ρ1 −

√
22ρ1 − 1)

, β =

√
σx4

2σx3(2
ρ2 −

√
22ρ2 − 1)

, γ =

√
σz3

2σz1(2
ρ3 −

√
22ρ3 − 1)

.

(7)

If the total redundancy per coefficient is ρ, then ρ1 + ρ2 + 2ρ3 = ρ. For a given ρ, the MDTC

distortion performance is a function of the distribution of ρi’s.

The outputs of the two stages, zi’s and yi’s are:

z1 = αx1 +
1

2α
x2; z2 = −αx1 +

1

2α
x2; z3 = βx3 +

1

2β
x4; z4 = −βx3 +

1

2β
x4

y1 = γz1 +
1

2γ
z3; y2 = −γz1 +

1

2γ
z3; y3 = γz2 +

1

2γ
z4; y4 = −γz2 +

1

2γ
z4.

The respective variances of the first-stage outputs zi’s are:

σ2
z1

= α2σ2
x1

+
1

4α2
σ2

x2
= σ2

z2
; σ2

z3
= β2σ2

x3
+

1

4β2
σ2

x4
= σ2

z4
.

We denote the MSD by Di when the number of descriptions received is i (0 ≤ i ≤ 4). Di can

be found from Dllll, where l = 0 or 1, and the position of l indicates the state of the corresponding

description. Di associated with the lost descriptions (as described in Section 2.3) are as follows.

(i) All four descriptions are correctly received: In this case only the distortion due to quantiza-

tion will dominate for both ET1 and ET2. Using (4), the MSD is:

D
(ET1)
4 = D

(ET2)
4 ≡ D1111 =

2Δ2

6
=

Δ2

3
. (8)

(ii) Only one description, say y1, is lost: In this case, the estimation is done at the second upper

module for both ET1 and ET2. Using (4) and (6), the distortion is given by:

D0111 =

[
γ2 + 1

4γ2

]
σ2

z1
σ2

z3

γ2σ2
z1

+
σ2

z3

4γ2

+
Δ2

6
.

13
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Neglecting the quantization distortion and substituting for σ2
zi

:

D0111 =

[
γ2 + 1

4γ2

] [
α2σ2

x1
+

σ2
x2

4α2

] [
β2σ2

x3
+

σ2
x4

4β2

]

α2γ2σ2
x1

+
γ2σ2

x2

4α2 +
β2σ2

x3

4γ2 +
σ2

x4

16β2γ2

. (9)

As explained in Section 2.3, by symmetry,

D0111 = D1011 = D1101 = D1110. (10)

Thus,

D
(ET1)
3 = D

(ET2)
3 ≡ D0111. (11)

(iii) Two descriptions are lost:

Case a: If the lost descriptions belong to different correlating modules, e.g., y1 and y3, the esti-

mation is done at the second stage for both ET1 and ET2. Using (10), the corresponding distortion

is:

D0101 = D0111 + D1101 = 2D0111,

Also, by inspection,

D0101 = D1010 = D1001 = D0110.

Thus, Case a, with D0111 obtained from (9), yields the distortion for two lost descriptions as:

D
(ET1)
2(a) = D

(ET2)
2(a) ≡ 2D0111. (12)

Case b: If the lost descriptions belong to the same correlating module, ET1 and ET2 work

differently. We have, by inspection, D0011 = D1100. For the distortion calculation, assume y1 and

y2 are lost.

In ET1, ẑ1 and ẑ3 are replaced by their respective averages. Using (5), the introduced distortion

is:

D
(ET1)
2(b) = D

(ET1)
0011 = σ2

z1
+ σ2

z3
= α2σ2

x1
+

σ2
x2

4α2
+ β2σ2

x3
+

σ2
x4

4β2
(13)

In ET2, the estimation will be done at the first stage upper and lower modules with the help of

correct ẑ2 and ẑ4, respectively. The distortion can be expressed as:

D
(ET2)
2(b) = D

(ET2)
0011 = D01|Tα + D01|Tβ

.

14
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Substituting the value of D01 in (6) with the respective transform parameters α and β, we have:

D
(ET2)
2(b) =

[
α2 + 1

4α2

]
σ2

x1
σ2

x2

α2σ2
x1

+
σ2

x2

4α2

+
(β2 + 1

4β2 )σ
2
x3

σ2
x4

β2σ2
x3

+
σ2

x4

4β2

. (14)

(iv) Three descriptions are lost: Say, only y1 is received. The distortion in ET1 can be computed

as:

D
(ET1)
1000 = D1011 + D

(ET1)
1100 , (15)

where D1011 is obtained by (9) and (10), and D
(ET1)
1100 is obtained from (13). Also, by inspection,

D
(ETt)
1000 = D

(ETt)
0100 = D

(ETt)
0010 = D

(ETt)
0001 , for t = 1, 2. (16)

Hence, the distortion in ET1 due to receiving only one description is:

D
(ET1)
1 ≡ D

(ET1)
1000 . (17)

In ET2, D
(ET2)
1000 = D1011 + D

(ET2)
1100 , where D

(ET1)
1100 is obtained from (14). By (16),

D
(ET2)
1 ≡ D

(ET2)
1000 . (18)

(v) All four descriptions are lost: In this case, for both ET1 and ET2 the lost descriptions are

simply represented by their respective averages, and the distortion is:

D
(ET1)
0 = D

(ET2)
0 ≡ D0000 =

4∑

i=1

σ2
xi

. (19)

Below, we evaluate the probabilities of receiving i descriptions under different block fading

conditions.

3.2. Block fading channel behavior

To obtain the MSD, we need to compute the description loss probabilities in block fading envi-

ronment. (K/4) packets, each with 4 descriptions, are transmitted through K sub-channels. Recall

that, the number of sub-channels is K � 4 in the proposed MDTC-OFDM system. Since the 4

sub-channels chosen for each packet are spaced apart by K/4 sub-carriers, as long as M ≤ K/4,

each description practically faces independent fading state. The successful reception probability

of i descriptions, Pi (i ≤ 4) depends on the fading condition faced by the 4 descriptions.

15



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

Performance of the proposed scheme depends on the probability of loss events. These prob-

abilities are determined with respect to the channel fading parameter. In a Rayleigh channel, the

instantaneous SNR S is exponentially distributed with probability density function (pdf) given by:

fS(a) =
1

S
exp

(
− a

S

)
, (20)

where S is the average received SNR. If F is the fading margin, it is related to the receiver thresh-

old SNR Sth (or deep fading threshold corresponding to an acceptable error rate for a reliable

communication) as:

F =
S

Sth

. (21)

Let p be the probability that a sub-band is in deep fade, i.e., the received SNR is below fading

threshold Sth. Using (20) and (21), p is obtained as:

p =

∫ Sth

0

fS(a) da = 1 − exp

(
− 1

F

)
. (22)

Note that, the threshold Sth is an acceptable SNR threshold corresponding to an acceptable

BER for a reliable communication. Sth can be obtained using the error rate-SNR relationship for a

chosen modulation technique. Since our current focus is on the system performance due to receiver

Sth as well as channel quality S, we take fading margin F as a variable parameter which includes

both the effects, as apparent from (21).

Using (22), Pi’s can be obtained as follows: All descriptions are received correctly with prob-

ability P4 ≡ P1111 = (1 − p)4. One description loss probability is P3 ≡ P0111 + P1011 + P1101 +

P1110 = 4p(1−p)3. Any two descriptions, one each from the two transform modules in the second

stage of the MDTC cascade structure, are lost with probability P2(a) ≡ P1010 + P1001 + P0110 +

P0101 = 4p2(1 − p)2. Any two descriptions, both from the same transform module in the second

stage, are lost with probability P2(b) ≡ P0011 + P1100 = 2p2(1− p)2. Three descriptions loss prob-

ability is P1 ≡ P1000 + P0100 + P0010 + P0001 = 4p3(1 − p). All descriptions loss probability is

P0 ≡ P0000 = p4.

The MSD D
(ETt) is obtained in terms of Pi and D

(ETt)
i , 0 ≤ i ≤ 4; t = 1, 2, as:

D
(ETt)

=
4∑

i=0

D
(ETt)
i Pi, (23)
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which includes the two separate cases of two descriptions loss: case a and case b. Note that, D2(b)

and D3 are different in ET1 and ET2, which would result in different distortion measures associated

with them.

3.3. Cross-layer optimization: Channel-aware MDTC-OFDM system

We now formulate a cross-layer optimization problem which provides an optimal MDTC sys-

tem design for a given fading margin F and variance parameter v. We have to find the optimal

redundancy assignments ρ1, ρ2, and ρ3, to minimize the MSD D in (23). Here, ETt-dependence in

D is not shown for brevity and also since the optimization is generic. The optimization problem

can be formulated as:

minimize D ≡ min
{ 4∑

i=0

DiPi

}
, subject to ρ1 + ρ2 + 2ρ3 = ρ, (24)

for a given total budget ρ. This optimization problem is solved by the method of Lagrange multi-

pliers. We introduce a Lagrange multiplier λ and the Lagrange function defined by

£(ρ1, ρ2, ρ3, λ) =
4∑

i=0

DiPi + λ(ρ1 + ρ2 + 2ρ3 − ρ).

The solution for optimum redundancy that minimizes D are the points where the partial derivatives

of £ with respect to ρ1, ρ2, ρ3, λ are zero. It satisfy the four non-linear equations, obtained as:

� (£, ρ1) = 0, i.e., � (σ2
z1

, ρ1) ·

⎡
⎢⎣

K0

(
1
4

+ 1
16γ4

)
σ4

z3

(
γ2σ2

z1
+

σ2
z3

4γ2

)2 + K1

⎤
⎥⎦ + λ = 0,

� (£, ρ2) = 0, i.e., � (σ2
z3

, ρ2) ·

⎡
⎢⎣

K0

(
γ4 + 1

4

)
σ4

z1(
γ2σ2

z1
+

σ2
z3

4γ2

)2 + K1

⎤
⎥⎦ + λ = 0,

� (£, ρ3) = 0, i.e., � (γ2, ρ3) ·

⎡
⎢⎣

K0

(
σ2

z3
− σ2

z1

)
σ2

z1
σ2

z3

2γ2
(
γ2σ2

z1
+

σ2
z3

4γ2

)2

⎤
⎥⎦ + 2λ = 0,

� (£, λ) = 0, i.e., ρ1 + ρ2 + 2ρ3 − ρ = 0,

(25)

where �
(
Q(q), q

)
is the partial derivative of Q(q) with respect to q. K0 and K1 are respectively

defined as K0 = P1 + P3 + 2P2(a) and K1 = P1 + 2P2(b). The set of equations (25) involves

17
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complex nonlinear terms and it is difficult to obtain a closed form solution. We use numerical

methods to solve this optimization problem. The results are discussed in Section 4.3.

4. Performance Studies and Results

We have performed numerical studies in MATLAB to evaluate and optimize the performance

of MDTC-OFDM system (shown in Fig. 1). MDTC cascading was used to generate 4 descriptions.

After cascaded transform coding and digitization, packets were formed by taking N
′
bits from each

of the four Nb bit data. 4 descriptions from each packet were parallelly mapped to 4 sub-channels

in a K = 128 sub-carrier OFDM system. In this way, 32 packets are transmitted simultaneously.

QPSK modulation was used for all sub-channels. Although the proposed MDTC-OFDM system

would work for any coherence bandwidth, the uncorrelated loss of descriptions in a packet, which

has been assumed in our analysis, requires that coherence bandwidth M < 32. That is, the analysis

is valid as long as the fading is frequency flat over one sub-carrier (which is assumed true for

OFDM channels) and the flatness is less than 32 carriers.

Since our study in this paper is for transmission over broadcast channels, e.g., broadcast stream-

ing from a base station to the users, where channel gains feedback is unlikely to be available, our

channel mapping assumes no channel gains feedback. Therefore, channel quality dependent pro-

tection or power allocation were considered impractical. A slow fading channel was assumed with

coherence time larger than a packet transmission time and M ≤ K/4. The length N
′

was chosen

accordingly, to ensure that each packet transmission time is shorter than the channel coherence

time in a block fading scenario.

In our study we have taken N
′

= 512 bits. The quasi-static assumption requires that the

channel gain is constant over the time transmission of N ′ bits. For a given channel rate, say 10

Mbps and K = 128 sub-carriers, packet transmission time T ≈ 6 ms. If the relative speed of the

receiver with respect to the transmitter is ≈ 5 m/s (or 18 kmph), the coherence time Tc ≈ 12 ms,

which is much greater than T . If the environment is more agile, i.e., if the coherence time is lesser,

the description size N ′ can be accordingly curtailed. Therefore, the coherence time assumption is

not unreasonable for any physical layer standards.
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4.1. Effect of fading channel on reception probabilities

First, the impact of channel fading is studied in terms of successful reception probabilities

Pi, 0 ≤ i ≤ 4, within a packet (derived in Section 3.2). This knowledge is used in deciding

MDTC construction as well as estimation techniques. Fig. 4 shows the loss probability patterns

at different values of F , from where it can be concluded that the probabilities of simultaneously

losing more descriptions are comparatively lower at higher fading margins. Also, one can observe

9876543210
0

0.2

0.4

0.6

P
i

 

 

Fading margin F (dB)

P3

P4

P2(a)

P2(b)

P1

P0

Figure 4: Description reception probability Pi at different channel fading margin F .

the convexity or monotonicity of the loss probabilities. These trends impact the effective distortion

in channel-oblivious MDTC-OFDM system (discussed in Section 4.4).

4.2. Estimation technique dependent distortion performance

From the distortion analysis (Section 3) we note that, D0 and D4 are independent of the esti-

mation technique. We also have in (11), D
(ET1)
3 = D

(ET2)
3 , and in (12), D

(ET1)
2(a) = D

(ET2)
2(a) . It can

be further identified from the analysis that, D
(ET1)
2(b) > D

(ET2)
2(b) and D

(ET1)
1 > D

(ET2)
1 for optimal

redundancy assignments (discussed in Section 4.3). Thus, the overall distortion in ET1 is always

greater than that in ET2. The relative distortion performance plots of ET1 and ET2 as functions

of channel and source parameters also corroborate the above observation, which we omit here for

brevity. Accordingly, our subsequent studies are based on ET2 decoding only.

4.3. Channel-aware MDTC-OFDM system: optimum redundancy assignment in ET2

We now find the optimal redundancy parameters, ρ , ρ1, ρ2, and ρ3, for the optimization problem

discussed in Section 3.3. In Fig. 5 we plot the analytically obtained MSD versus ρ1 and ρ2, for a
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given total budget ρ = 2 bits/coefficient. (Note that the highest distortion plane parallel to ρ1 and

ρ2 axes are not of interest and hence excluded.) The minima of this curve, which is the minimum
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Figure 5: Average distortion versus redundancy in transform module. ρ = 2 bits/coefficient; v = .001; F = 6 dB.

distortion corresponding to the optimized MDTC, corresponds to the optimal values of redundancy

assignment. In the numerical computation, we observed that the optimal value of ρ2 is found to be

very close zero for a given set of input parameters F , v, and ρ. This is because, the corresponding

input coefficients x3 and x4 have much smaller variances with respect to those of x1 and x2 – which

is the case in general for practical image frames that are characterized by v � 1. Thus, the total

redundancy ρ has to be optimally distributed among ρ1 and ρ3 only (since the optimum ρ2 ≈ 0).

In other words, for a given ρ, we have to find the optimum ρ1 to achieve the minimum distortion,

as ρ3 will be adjusted automatically. As noted from Fig. 5, there should be some optimum ρ1 to

achieve a minimum MSD for a given ρ. We have used bisection method (an efficient numerical

technique) to get the optimal ρ1.

In Fig. 6(a), for a pre-assigned total redundancy ρ, the optimal ρ1 corresponding to the mini-

mum distortion is plotted against fading margin, where the decreasing nature of ρ1 with F is clearly

observed. This happens because, as compared to the variation of P2(a) and P3 in Fig. 4, P1 and

P2(b) decrease with F , and ρ1 redundancy contributes to D1 and D2(b). From Fig. 6(a) we can

also observe the relatively slow change in optimal ρ1 for a higher value of ρ, because a higher total

redundancy can sustain up to a large variation in F . The optimal ρ1 is a function of ρ, which is

also found from the figure. The maximum ρ that is allowed to be added is a trade-off between the
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Figure 6: (a) Optimal redundancy assignment corresponding to the minimized MSD. The legends placed in the bottom-

left sub-figure applies for all other plots. (b) Minimized MSD versus total redundancy budget ρ.

reception quality (benefit) and the redundancy (cost). The cost-benefit trade-off depends on the

end user’s choice.

In Fig. 6(b), minimized MSD versus ρ indicates that, although the quality improves with ρ, it

quickly saturates. Hence, an upper limit of ρ can be decided depending on a tolerable distortion

level. It can also be observed that, for a given source (e.g., v = 0.1) the achievable quality is greatly

reduced at a lesser F and is a decreasing function of F . Thus, if the channel does not support, the

distortion can not be reduced just by increasing the redundancy budget. Another observation is

that, the quality of reception decreases with the decrease in difference among variances of source

data vectors, i.e., with a higher v. This is because, MDC performs better for the sources of higher

contrasts.

At this point we note that, there are only two design parameters ρ and ρ1 for an optimal channel-

aware MDTC-OFDM system. This optimization requires the channel knowledge (fading margin

F , or CSI) at the application layer. Thus, if the CSI is known a-priori, an optimum ρ1 assignment

can enable to achieve a minimized mean-square distortion. However, since the CSI may not always

be known, we explore to find the sub-optimal value of ρ1 without the dynamic cross-layer message

exchange, i.e., solely based on a given ρ and v at the application layer.
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4.4. Channel-oblivious MDTC-OFDM system (without cross-layer optimization)

As suggested by the results in Section 4.3, the fading margin F (or the CSI) could help in

deciding optimal redundancy distribution. But, the CSI may not be available at the transmitter in

broadcast channels, and hence the distortion optimization in (24) is not possible. Yet, the source

variance parameter v is known at the transmitter, which also impacts on the suitable ρ and ρ1

assignment. Thus, although the scope of the cross-layer optimization in limited without the CSI,

one can address the application layer optimization (ρ1 assignment) which depends on the source

(the parameter v) and the total redundancy allocation ρ. Here, we propose a ρ1 assignment policy

for the channel-oblivious MDTC-OFDM system.

The nature of variation of conditional distortions in Fig. 7 convey some meaningful information

which can be exploited to reduce the MSD. For better interpretation of results, we divide the entire
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Figure 7: Variation of distortion with ρ1. ρ = 2; ρ2 = 0; v = .001.

range of ρ1 variation into three zones. Zone 1 indicates the increasing trends of D
(ET2)
2(a) and D

(ET2)
3

and decreasing trends of D
(ET2)
2(b) and D

(ET2)
1 . From Fig. 4 we observed that P2(a) > P2(b).

But, at low values of F , P1 > P3. Also, the optimal value of ρ1 in Fig. 6(a) (the subplot with

ρ = 2, v = 0.001) corresponds to point B in Fig. 7. At a higher value of F , the system incurs a

lesser distortion at a lower ρ1 but near to B, because P3 is higher than P1 at a higher F , causing

D3 to dominate over D1. These observations suggest that the fixed value of ρ1 can be taken as

ρ1(B)
for improving the distortion performance at low fading margins. From the point B till C (in

zone 2), Conditional distortions have only minor variations, and hence significant change in the
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MSD is not expected when ρ1(B)
≤ ρ1 ≤ ρ1(C)

. Beyond ρ1 > ρ1(C)
in Fig. 7, the conditional

distortions are relatively higher. From Fig. 6(a) we also note that, for any values of v, ρ, and F ,

the channel-aware MDTC-OFDM system does never have the optimum ρ1 values in zone 3. Thus,

in a channel-oblivious MDTC-OFDM system a close-to-minimum distortion performance can be

achieved for a given ρ budget by restricting ρ1 near ρ1(B)
. Hence, the point B can be set as the

operating point of the system. It may be observed from Fig. 6(a) that the cross-layer optimized

channel-aware MDTC-OFDM has a slowly varying ρ1 with F , and at a lower F , the optimum

ρ1 ≈ ρ1(B)
. As the channel-oblivious MDTC-OFDM system is not optimized with respect to the

physical layer parameters, the performance of this system is expected to be inferior to the channel-

aware MDTC-OFDM system at higher values of F .
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Figure 8: Loss of reception quality in channel-oblivious MDTC-OFDM with respect to channel-aware optimal MDTC-

OFDM system at different fading margins.

Fig. 8 shows the performance loss of a channel-oblivious MDTC-OFDM system over the

channel-aware MDTC-OFDM in terms of reception quality. It is observed that, at a typical value

of the fading margin F = 8 dB, for an image with v = 0.001 and an assigned redundancy ρ = 2, the

performance penalty with channel-oblivious MDTC-OFDM system with respect to the (channel-

aware) optimal redundancy allocation is about 1.1 dB. This difference in the performance gain

increases as F is increased, because the effect of P3 dominates over that of P1 (see Fig. 4), making

the optimal value of ρ1 further away from ρ1(B)
(see Fig. 7).

Thus, it can be noted that, in the proposed MDTC-OFDM system, although the benefit of

channel oblivious redundancy allocation reduces with the increase in fading margin, quite close
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Figure 9: Comparison of the mapping schemes: (a) MDTC-OFDM; (b) FEC-MDC-OFDM (UEP scheme).

to the optimal performance can be achieved even without the knowledge of channel fading state

under harsh channel conditions.

5. Comparison of MDTC with FEC-MDC

In this Section we study the MDTC-OFDM system performance relative to a recently proposed

competitive approach, called FEC-MDC-OFDM [23]. We compare MDTC-OFDM system with

the optimal equal error protection (EEP) as well as UEP mapping schemes of FEC-MDC-OFDM.

Fig. 9 illustrates the two mapping schemes for the data coefficients (i.e., Xi and Yi in Fig. 3), where

Fig. 9(a) shows the mapping scheme described in Section 2.5 for the MDTC-OFDM system. The

analytical measure of distortion associated with the MDTC-OFDM system has been quantified

in Section 3. Here, we describe the analytical mean-square distortion expression for FEC-MDC-

OFDM, where the optimal redundancy assignment is obtained as in [23]. An example of mapping

with UEP is shown in Fig. 9(b). For the EEP scheme, the redundancy is distributed equally among

all the columns. Let us assume that a column ι has Rι bits of redundancy. Thus, for K total sub-

channels, column ι would have K − Rι number of information bits. Let the total variance of the

information coefficients in column ι be σ2
ι , which is nothing but the distortion if this column is lost.
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Figure 10: Comparison of MDTC-OFDM with FEC-MDC-OFDM. ρ = 2.6 bits/coefficient; v = 0.02 (corresponding

to the Lena image transmission experiment).

Then, the mean-square distortion for optimal redundancy Rι assignment is subject to minimization

of the following distortion expression:

DFEC =
K∑

κ=0

Pr[κ sub-channels are bad] ×
ιmax∑

ι=1

Ψισ
2
ι , (26)

where Ψι, ∀ ι, are the conditional multipliers satisfying the condition

Ψι =

⎧
⎨
⎩

1 if Rι ≤ κ

0 otherwise
,

and ιmax is the number of columns (i.e., the number of OFDM symbols needed to transmit the full

image) in mapping. For M = 1, the probability expression in (26) can be written as,

Pr[κ sub-channels are bad] =
(

K
κ

)
pκ(1 − p)K−κ. (27)

The minimization of DFEC in (26) provides the optimal redundancy Rι allocation and also the

minimized distortion with the UEP scheme for a given overall redundancy ρ .

Fig. 10 shows the analytical plots at different fading margin F , where two different number of

sub-carriers, 64 and 128, are considered. Total redundancy for both the schemes was kept at ρ =

2.6 bits/coefficient. Since the bit overhead is same in the two schemes, we compare MDTC-OFDM

and FEC-MDC-OFDM in terms of reception quality and computational complexity. From Fig.
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10 we can observe that the MDTC-OFDM has a better performance than the FEC-MDC-OFDM

schemes at lower fading margins. Thus, the MDTC provides a higher robustness compared to the

FEC-MDC in bad channel conditions (i.e., at lower values of F ). This is because, as indicated by

(26) and (27), if the number of bad sub-channels κ exceeds the maximum redundancy max{Rι}
(which corresponds to the most important stream), then the receiver will not be able to decode any

information, leading to the complete communication outage. The chance of this outage is higher

at a lower F . On the contrary, in MDTC system, redundancy is distributed at the coefficient level

in such a way that even a single stream reception provides some information.

We also observe the dependency of FEC-MDC-OFDM system’s performance on the number

of OFDM sub-carriers. With a lower number of sub-carriers, the performance of FEC-MDC-

OFDM deteriorates, whereas the performance of the MDTC-OFDM is independent of the system

specification in terms of the number of sub-carriers used. The plots also demonstrate that, while

the channel-oblivious MDTC-OFDM system performs poorly with respect to the channel-aware

MDTC-OFDM system at a higher fading margins, it performs rather nearly equally at lower fading

margins, which is also better than that of the FEC-MDC-OFDM system with EEP as well as UEP.

It is important to note that, the complexity involved in obtaining the optimal redundancy as-

signment in FEC-based MDC (with UEP) is very high, which increases with the number of sub-

carriers in the underlying OFDM system. Specifically, the FEC-based MDC requires online com-

putation, with the simplest algorithm for optimal FEC allocation having computational complexity

O (K · L), where K is the number of sub-carriers in the OFDM system and L is the number of

code symbols [20, 32, 23]. This is due to the iterative process of finding an optimum Rι. In con-

trast, the MDTC-OFDM scheme is independent of the number of sub-carriers. In channel-aware

MDTC-OFDM system one needs to perform only the ρ1 assignment, which is a convex optimiza-

tion problem and can be solved by numerical methods. For a given fading margin and a total

redundancy ρ, the channel-aware MDTC-OFDM system requires O
(

ρ
δ

)
computations, where δ is

the step size in ρ1 assignment variation, which is much smaller compared to that in the FEC-based

MDC. For example, our optimum ρ1 studies are based on 20 steps of ρ1 assignment. In the channel-

oblivious MDTC-OFDM, the online computational complexity is further reduced to O (1), as the
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optimal ρ1 assignment can be obtained by an off-line computation for a given total redundancy ρ.

6. Conclusion

In this paper we have investigated the performance of MDTC transmission of delay-constrained

image/video streaming contents over OFDM broadcast channels, where there are no feedback on

channel gains or having such a feedback is infeasible. At the MDTC construction stage, we have

investigated optimal redundancy assignment in the transform modules and demonstrated the im-

provement in distortion performance at the receiver. At the recovery stage of lost descriptions, we

have demonstrated that, from the knowledge of the distortion introduced by one or more descrip-

tion losses and applying the recovery process at the appropriate transform modules, the distortion

performance can be further improved. We have studied the optimal solution for the channel-aware

MDTC-OFDM system and discussed how closely a sub-optimal channel-oblivious MDTC-OFDM

system can be designed. Finally, we have compared the performance of the proposed MDTC-

OFDM system with that of the FEC-MDC-OFDM system and have demonstrated robustness of

the proposed scheme in severe channel conditions.
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