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Optimal Relay Placement
in Two-Hop RF Energy Transfer

Deepak Mishra and Swades De

Abstract—Recently, wireless radio frequency energy transfer
(RFET) has emerged as an effective technology for prolonging
lifetime of the energy-limited wireless sensor networks. However,
low RFET efficiency is still a fundamental bottleneck in its
widespread usage. Multi-hop RF energy transfer (MHET) can
improve the RFET efficiency by deploying relay nodes that
scavenge the dispersed energy and transfer it to the nearby sensor
node. The efficiency of MHET is strongly influenced by the relay
node’s placement. To maximize the RFET efficiency for a two-hop
scenario, in this paper a novel optimization model is proposed to
determine the optimal relay placement (ORP) on an Euclidean
x − y plane. Nontrivial tradeoff between the energy scavenged
at the relay versus the effective energy delivered by the relay
to the target node is investigated. Due to the nonconvex and
highly nonlinear nature of the optimization problem, an α-based
branch and bound algorithm has been used. The proposed opti-
mization model is further extended by incorporating distributed
beamforming to enhance the RFET efficiency. Numerical results
illustrate that the proposed algorithm provides convergence to
the ε-global optimal solution in a few iterations, and ORP
provides significant energy saving over arbitrary relay positions
for commercial RF energy harvesting systems.

Index Terms—RF energy harvesting; two-hop RF energy
transfer; optimal relay placement; energy transfer efficiency;
distributed beamforming

I. INTRODUCTION AND MOTIVATION

Finite energy storage capacity of the field nodes in wireless
sensor network (WSN) is one of the major bottlenecks to
its large-scale deployment. Wireless energy transfer using
dedicated radio frequency (RF) energy source has the potential
to provide uninterrupted network operation by recharging the
sensor nodes on demand [1]. However, like wireless infor-
mation transfer, RF energy transfer (RFET) also suffers from
various losses, including path loss, energy dissipation, shadow-
ing, and fading. Moreover, due to the restrictions of maximum
transmitter power and receiver sensitivity, energy transfer
efficiency is an important and formidable issue in RFET.
Novel techniques for boosting the energy transfer efficiency
and saving energy are very essential from the perspectives of
energy-constrained WSNs and green communication systems.

A. Prior art and motivation

Multi-hop RFET (MHET) can improve the energy har-
vesting efficiency with the help of relay nodes nearby the
target node. The gain in MHET is achieved by collecting
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the otherwise-dispersed RF energy of the source and trans-
ferring it to the target node with reduced path loss. RF-to-
DC conversion efficiency is improved due to higher received
power. There have been only a few works reported on multi-
hop energy transfer [1]–[6]. In [2], a non-radiative multi-
hop energy transfer has been explored. Perpetual Wireless
Networks fueled by multi-hop wireless distribution of injected
power was considered in [3]. In [4], an optimization model
was proposed to determine the minimum number of chargers
needed to recharge the nodes of a network in a multi-hop
fashion. However, in [3], [4], a non-radiative form of energy
transfer based on resonant magnetic induction was used.

Unlike non-radiative wireless transfer of energy, radiative
RFET does not have the strong alignment, coupling, and
limited range constraints [7]. Also, RFET has the advantages
of beam steering, simultaneous charging of multiple nodes,
and combining data and energy transfer over the same RF
signal [1], [8]. In [1], a feasibility study of MHET was
conducted, where it was demonstrated that under certain opti-
mum distance conditions, MHET is efficient in terms of both
energy and time. Two-hop RFET (2HET) was experimentally
demonstrated in [5]. It was also shown that, for a higher RFET
efficiency, relay node’s position closer to RF source or closer
to target node are better than the center. In [6], experimental
demonstration of RFET over multiple multi-hop paths other
than direct energy transfer (DET) was conducted in both sparse
and dense network scenarios. The studies in [5], [6] however
did not quantitatively investigate the optimal relay placement
(ORP). Since the improvement in RFET efficiency provided
by MHET is strongly influenced by the relay placement, here
we investigate the ORP problem in 2HET.

Optimal power allocation and relay location strategies for
cooperative communication using amplify-and-forward (AF)
and decode-and-forward (DF) information relays under differ-
ent fading conditions were studied in [9]–[12]. There also have
been a few works on cooperative relaying for simultaneous
wireless information and power transfer (SWIPT) [13], [14].
The study in [14] claimed that there exists a tradeoff between
information transfer and energy transfer for relay selection in
SWIPT, because the preferable relay positions are different
for the two objectives. The relay node in [9]–[14] is assumed
externally powered or self-powered, whereas in MHET the
relay node is powered by collecting the dispersed energy of
the RF source. In [15], two practical relaying protocols based
on time switching (TS) and power splitting (PS) architectures
were proposed for energy harvesting AF relay node with one
source-destination pair. The objectives were to optimize the
outage probability and the ergodic capacity in delay-limited as
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well as in delay-tolerant modes. Considering multiple source-
destination pairs and a single DF relay node, four PS strategies
for energy harvesting relay were proposed in [16] to efficiently
distribute the power harvested at the relay among the multiple
users. While [15] and [16] considered the usage of energy
harvesting relay for two-hop information transfer with no
direct communication link between the source and destination,
in our current work we use the energy harvesting relay for
two-hop energy transfer along with the available DET link.

It may be noted that, ORP for energy transfer is different
from the conventional ORP and relay selection techniques
for information transfer. Firstly, the information reception
sensitivity is much higher than the energy reception sensitivity
by a few orders of magnitude (typically −60 dBm in data
reception versus −10 dBm in energy reception). Secondly,
the metric to be optimized in ORP for information transfer
is signal-to-noise ratio (SNR) at the receiver or symbol error
probability (SEP), whereas in energy transfer the objective
function is to maximize the received power or energy transfer
efficiency. Thirdly, information relaying can be two way [9],
whereas energy relaying is generally one way only. To our
best knowledge, this is the first work that investigates ORP
for efficient RFET, where the relay node is powered by the
energy scavenged from the RFET to the target node.

A distributed beamforming approach was proposed in [17]
for data transfer with increased rate and transmission range.
Fully wireless distributed beamforming prototype based on a
software defined radio platform was also proposed in [18],
where frequency and phase synchronizations were achieved
using extended Kalman filtering and a one-bit feedback. Multi-
antenna techniques have been introduced recently for improv-
ing the energy transfer efficiency by beamforming [19]. In
[20], it was shown that collective transmission from multiple
sources can provide significant gain over DET by distributed
beamforming. In our work, cooperative energy transfer from
the RF source and relay differs from [20] in that, here the relay
transfers energy in store-and-forward fashion and the effective
relayed energy is strongly influenced by its placement.

B. Contributions

Motivated by the experimental results in [5], [6], and the
observations in [1], [18], [20], in this work we investigate
the ORP problem in 2HET in 2-D Euclidean space that aids
RFET without affecting the DET under a given set of device
or system parameters, such as RF source to target distance,
antenna characteristics, RF-to-DC conversion efficiency, and
store-and-forward energy transfer. This optimization problem
is nonconvex and highly nonlinear. So α-based Branch and
Bound (αBB) algorithm [21] is employed to solve the problem
up to some predefined acceptable tolerance ε. We also utilize
cooperative or distributed beamforming of the RF source and
relay node to further improve the energy transfer efficiency.
The contribution of this work is four-fold:

i) It provides an analytical model for store-and-forward
energy transfer with the relay node powered by the energy
scavenged from RF source, by deriving the expressions
for constant power charging in RC parallel circuit.

ii) An optimization model is formulated for ORP in 2-D
Euclidean space for 2HET and a modified αBB algorithm
is proposed to find a fast ε-global optimal solution.

iii) A novel 1-D optimization model for ORP using dis-
tributed beamforming is proposed that offers improved
2HET efficiency with faster convergence to ORP solution.

iv) The impact of ORP with commercial RF energy harvester
and antennas from Powercast [22] in terms of significant
energy savings is discussed via numerical results.

C. Paper organization

We present the system model in Section II. 2HET process
is characterized in Section III. In Section IV, we introduce the
ORP problem in 2HET without affecting DET, and propose
an application of distributed beamforming in ORP for higher
RFET efficiency. In Section V, we propose a modified αBB
algorithm to solve the nonconvex ORP problems. Performance
gain of the proposed algorithms are captured with numerical
examples in Section VI. Section VII concludes the paper.

II. 2HET SYSTEM MODEL

A. 2HET system configuration

We consider a wireless 2HET scenario, where the location
of the RF source denoted by S on an Euclidean x−y plane is
given by (x1, y1) = (0, 0) and the location of the target sensor
node T (energy receiver) is given by (xT , yT ) = (x0, 0).
So x0 is the line-of-sight (LOS) distance between S and T .
The position of relay node R is unknown, which has to be
determined to maximize the energy transfer efficiency. The
network topology considered is shown in Fig. 1.

Relay node

Target nodeRF source
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y 2 D space for relay node placement
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Fig. 1: Three node network topology.

Relay node comprises of two parts: a) receiver, with location
(xr, yr) facing S; b) transmitter, placed xd distance away
from receiver, at (x2, y2) = (xr + xd, yr) facing T . The
target node is a part of static or quasi-static wireless sensor
network, powered by the energy stored in the rechargeable
battery or super-capacitor and can be used for various sensing
applications, such as, environment monitoring, water quality
monitoring, surveillance, and disaster management.

It may be noted that, due to finite antenna size at S, R,
and T , to ensure that DET is unaffected by the presence of
R, it is positioned away from the LOS path between S and
T . To find non-blocking position of R, we assume that y0
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is the distance of R from the LOS path for DET from S to
T . This distance y0 depends on many parameters such as,
the source power, radiation pattern of the source and target
node antennas, distance x0 between RF source and target
node, and physical properties of the relay node, e.g., reflection
coefficient, antenna cross-section area. y0 can be determined
experimentally through trial runs. However, to determine this
position as a function of the given set of system parameters, it
is required to account for scattering, reflection, and blocking,
which make the ORP formulation highly complicated. Our aim
is to determine the ORP that can fully utilize the advantage
of 2HET in improving the energy transfer efficiency.

It may be noted from Fig. 1 that 2HET comprises of DET
(single hop). We define energy transfer efficiency ηE as the
improvement provided in 2HET over the DET without R,

ηE=

(
E2HET − EDET

EDET

)
× 100 =

(
P2HET − PDET

PDET

)
× 100

(1)
where E2HET , P2HET , EDET , and PDET are the energy and
power received at T in 2HET and DET, respectively.

Transmissions from the RF source and the relay are consid-
ered to be at the same frequency due to the following issues:
(a) Maximum energy efficiency of wireless power transfer is
achieved with a single-frequency sinusoid. (b) Commercial
RF energy harvesters from Powercast, that have been used in
our experimental verification, operate in the range of 902-928
MHz, with reduced RF-to-DC conversion efficiency outside
this band. So, using different frequency for transmissions from
the RF source and the relay node will require different energy
harvesters at the target node, thus incurring extra hardware
cost. (c) Since the sensitivity band of commercial harvesters
is very narrow, only a small frequency separation is possible,
which in turn is not sufficient to avoid destructive interference.

Also, as shown in Section VI, ORP with same frequency
can provide efficient RFET due to constructive interference of
the energy signals received from the RF source and the relay.

Next, we explain the operation of the relay node.

B. Discontinuous transmission of energy relay node

The target node receives power from the RF source con-
tinuously. However, the transmission from the relay node
is discontinuous, because energy relay node does not have
a dedicated external energy supply; it is operated by the
energy harvested from the radiation from the RF source that
is primarily directed to the target node. Being closer to the
RF source, it first harvests the energy from the RF source
more efficiently than the target node, stores it in a super-
capacitor or battery, and then transmits it to the target node in
the form of dummy ‘data’ packets. Thus, there is a continuous
cycle of transmission (ON or active) state and no transmission
(OFF) state in the relay node, as shown in Fig. 2(a). During
ON state, the relay node transmits energy to the target node
until its stored energy reduces to a minimum threshold. During
OFF state, the communication module of the relay node goes
into sleep mode to allow itself recharge its drained storage
element so that it can again re-transmit during the next ON

state. Hardware implementation of RF energy relaying in ON-
OFF mode was reported in [6]. Analytical characterization of
the relay operation is presented in Section III-C. It should be
noted that, as the relay node has two separate antennas – one
for reception of RF energy and the other for its transmission,
it can continuously harvest energy from the RF source, though
it transmits in bursts only during the ON state. Accordingly,
the duty cycle of relay node’s transmission with TON and TOFF
as the ON and OFF state durations, respectively, is given by:

Dc(xr, yr) =
TON(xr, yr)

TON(xr, yr) + TOFF(xr, yr)
. (2)

ON OFF

3. Transmission
2. Processor active
1. Battery discharging

2. Processor sleep
1. Battery charging

3. No transmission

(a) ON-OFF state model (b) Equivalent RC parallel circuit

Fig. 2: Analytical model for relay node.

III. CHARACTERIZATION OF 2HET PROCESS

In this section, analytic model for characterization of RF
charging time at the relay and target node is provided along
with the derivation of the mean power received at target node.

A. Constant power charging in RC parallel circuit

Intuitively, the relay node consumes a different (higher)
amount of current during ON state as compared to OFF state.
So, we model the transmitter module of the energy relay node
by a resistive load of different values [23] in the ON and
OFF states. This resistive load is driven by the RF energy
harvested and stored in the super-capacitor. Hence, the relay
node can be modeled as an equivalent parallel RC circuit
as shown in Fig. 2(b). OFF state is represented by a high
resistance value Rdch because of low current consumption
during sleep or no-transmission state. This allows most of the
current coming from the source to pass through capacitor, thus
charging it. So, IR(t) = I(t)− IC(t). On the other hand, ON
state is represented by a low resistance value Rch to allow
more current flowing through the load, which comes both
from capacitor (discharging or ON state) and constant power
source. So, in this case, IR(t) = I(t) + IC(t) (direction of
IC(t) gets reversed of as shown in Fig. 2(b)). The current
flow is reversed in ON state to make up for the increased
current requirement during the energy transmission (ON) state,
because the constant power source alone cannot meet the
current requirement in this state. The values of ‘R’ (Rch and
Rdch) have to be determined experimentally by measuring
them based on the consumption of the energy transfer unit
of the relay node during the deep sleep (OFF or charging)
state and active (ON or discharging) state, respectively.

Charging of a super-capacitor from a constant power source
is different from the conventional constant voltage charging.
This is because the DC power used to charge the super-
capacitor after RF to DC conversion of the received RF power
at the receiver is fixed for a RF source transmitting constant
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power from a fixed distance. We characterize the charging
time of a capacitor in RC parallel circuit in order to find the
charging and discharging times, which are required to find the
duty cycle Dc of the relay node. It should be noted that the
super-capacitors used for RF energy harvesting generally have
very low ESR (on the order of mΩ), which has been neglected
to obtain a simplified closed form expression. From Fig. 2(b),

P = V (t) · I(t) = VC(t) · [IC(t) + IR(t)]

=
q

C
·
[
dq

dt
+

q

RC

]
dq

dt
=

PC

q
− q

RC
. (3)

Solving (3) for t by integration, where, as t goes from 0 to
T , charge stored in the capacitor increases from Qi to Q,

T =
1

2
RC log

(
PRC2 −Qi2
PRC2 −Q2

)
. (4)

Also, solving (3) for q, we have the solution for Q(t) as:

Q(t) =

√
PRC2

(
1− e−2t

RC

)
+Qi

2e
−2t
RC . (5)

Note that, in (5) Q has been replaced by Q(t), because it
denotes the charge on the capacitor at time t. As Q = CVC ,
the voltage across the capacitor at time t is:

VC(t) =

√
PRC2

(
1− e− 2t

RC

)
+ (Qi)

2
(
e−

2t
RC

)
C

. (6)

From (6), the current across the capacitor at time t is:

IC(t) =
2CPe−

2t
RC − 2Qi

2e−
2t
RC

RC

2C

√
C2PR

(
1− e− 2t

RC

)
+Qi

2e−
2t
RC

. (7)

B. Charging time at the target node: Special case with R→
∞

Target node with a RF energy harvester and an energy
storage element (super-capacitor) can be modeled as a special
case of constant power charging circuit shown in Fig. 2(b) with
R→∞, because there is no load resistance (which represents
the energy transmitter part). In this case, we obtain simpler
expressions for voltage and current across the capacitor. For
R → ∞ in Fig. 2(b), P = V (t) · I(t) = q

C ·
dq
dt , which on

solving for q over time 0 to t gives,∫ Q

0

qdq =

∫ t

0

PCdt or, Q(t) =
√

2PCt. (8)

From (8), the voltage and current across the capacitor are
respectively obtained as VC(t) =

√
2Pt
C and I(t) =

√
PC
2t .

Also, the time TC required to charge an uncharged capacitor
up to VC volts using constant power source with power P is:

TC(C, VC , P ) =
CV 2

C

2P
. (9)

The above equation will be used later in Section VI to
determine the time required to charge the target node up to
some specific voltage level for a given harvested DC power.

C. Total mean power received

With the knowledge of voltage variation during the ON-OFF
cycle of the relay node’s transmitter module, we now derive a
closed-form expression for the mean power received at target
node. As in most wireless power transmission and communi-
cation channels, the electromagnetic field of the transmitted
RF signal is assumed to be time harmonic (sinusoidal or
co-sinusoidal) with time dependence ejωt, where ω is the
angular frequency of the RF signal. The transmit powers of RF
source and relay are Pt1 and Pt2 , respectively. The respective
transmit antenna gains are Gt1 (φ1) and Gt2 (φ2), where φ1
and φ2 are standard spherical polar variables giving direction
to the target receiver from respectively the RF source and relay
node’s transmitter on a 2-D azimuth plane with θ= 90◦. The
target node receives energy from the RF source and relay with
antenna gains GrT (φ1) and GrT (φ2) in the direction of RF
source and relay node’s transmitter, respectively. The relay
node’s receiver has the antenna gain Grr (φr) in the direction
of RF source. The antenna gain of RF source in the direction
of relay node’s receiver is given as Gt1 (φr). Note that, we do
not consider the elevation radiation pattern, as all the antennas
are placed at the same height and the movement of relay is
restricted to x-y plane only, i.e., θ = 90◦ is fixed. Also note
that, G (φ) = GoU(φ), where Go is the antenna gain and U(φ)
is the normalized radiation (power) pattern. The mean power
received at target node T for conjugate matched condition is:

〈PT 〉 , P2HET (xr, yr)

= Pr1 + Pr2(xr, yr) +
√
Pr1Pr2(xr, yr)×{

e−jk(r1−r2(xr,yr))+j(ψ1−ψ2)+

e−jk(r2(xr,yr)−r1)+j(ψ2−ψ1)
}
. (10)

Considering path loss exponent n = 2, mean power re-
ceived at the target node from the RF source is Pr1 =
Pt1Gt1 (φ1)GrT

(φ1)λ
2

(4πr1)
2 and that from the relay is Pr2(xr, yr) =

Dc(xr,yr)Pt2
Gt2

(0◦)GrT
(φ2)λ

2

(4πr2(xr,yr))
2 . Distance between the RF source

and target node is r1 = x0 and that between the re-
lay node’s transmitter and target node is r2(xr, yr) =√

[x0 − (xr + xd)]
2

+ y2r , k = 2π
λ , where λ is the wavelength

of the RF signal, and ψ1, ψ2 are respectively the sum of all
phases other than the path delay for RF source and relay node’s
transmitter. φi = tan−1

(
yT−yi
xT−xi

)
,∀ i ∈ {1, 2}. It may be

recalled that, PDET = Pr1 and P2HET = PT .
The duty cycle of relay node’s transmission (defined in (2))

is given by ON and OFF state durations TON and TOFF. Using
(4), TON and TOFF are obtained as:

TON(xr, yr)=
1

2
RdchC log

(
PDCrr RdchC

2 − (CVi)
2

PDCrr RdchC2 − (CVf )
2

)
(11)

TOFF(xr, yr) =
1

2
RchC log

(
PDCrr RchC

2 − (CVi)
2

PDCrr RchC2 − (CVf )
2

)
(12)

where Rdch, Rch are the resistive loads corresponding to dis-
charging and charging modes of relay node’s super-capacitor
C. Vi corresponds to the minimum energy required at the relay



5

for its working and Vf corresponds to the fully charged super-
capacitor, signifying that the relay is ready for transmission.
The DC power available after rectification at the relay is:

PDCrr (xr, yr) = η
RFDC

Pt1Gt1(φr)Grr (0◦)

(
λ

4πrr(x, y)

)2

(13)
where φr = tan−1

(
yr−y1
xr−x1

)
and rr(xr, yr) =

√
x2r + y2r

is the distance between the RF source and the relay node’s
receiver. η

RFDC
is the RF-to-DC conversion efficiency, which

itself is a nonlinear function of the received RF power. Note
that, φ1 = 0◦ due to the LOS path between RF source and the
target node. However, the optimal values of antenna directions
φ2 and φr are obtained through the ORP formulation to ensure
maximum RFET gain at the target node.

We assume ψ to be normally distributed with mean= 0 and
variance= ψ2, as phase error can be due to a number of causes
and these errors are small [24]. So, (10) can be re-written as:

P2HET (xr, yr) = Pr1 + Pr2(xr, yr) +
√
Pr1Pr2(xr, yr)×

2e−ψ
2
cos {k [r1 − r2(xr, yr)]} . (14)

IV. ORP PROBLEM FORMULATION

With the expression of received power at the target node in
presence of a relay at an arbitrary (non-blocking) position, we
formulate an ORP problem to maximize RFET efficiency.

A. ORP on 2-D Euclidean plane

From (10), it is clear that simultaneous reception from RF
source and relay node can only be beneficial if the arriving RF
waves at the target node are aligned in phase. The RF waves
combine at the target node constructively or destructively
depending upon the relative path or phase differences between
the energy transmitters and the target node. Specifically, when
the relay node is placed at such a position that leads to a path
difference of integral multiple of the signal wavelength λ, it
gives rise to constructive interference. As y = y0 is the closest
distance from the LOS path, intuitively it appears that the relay
node can be placed at this distance away from LOS path and
then moved along x-axis to find optimal position. However it
may not be the right choice because a particular (xr, yr = y0)
position may cause destructive interference at the target node.
In order to combat or overcome the destructive interference
at every x-axis position, the distance along y-axis is extended
from y0 up to a point where the path difference is λ

2 , as this
range covers all the phase difference possibilities from 0 to π
for a given x-axis position. Optimal position of the relay node
is determined with respect to its receiver’s position (xr, yr) to
maximize the received power at the target node. Noting that,
the relay node’s transmitter is separated by a distance xd from
its receiver, the optimization problem can be formulated as:

(P0) : max
xr,yr

〈PT 〉 = P2HET (xr, yr)

s.t. C1 : 0 ≤ xr ≤ x0 − xd
C2 : y0 ≤ yr ≤ yu(xr)

(15)

where P2HET (xr, yr) is defined in (14) and

yu(xr) =

√(
λ
2

)2
+ y20 + λ

√
x0 − (xr − xd)2 + y20 .

0 20 40 60 80
40

45

50

55

60

65

x
r
 (cm)

y u (
cm

)

 

 

Case A
Case B
Case C

Fig. 3: yu variation with xr .

As, the upper bound yu on yr, is a decreasing function of
xr, as shown in Fig. 3 (for the 3 cases as defined later in
Section VI), yu(xr) can be replaced by yu(0) in C2 in order
to have linear box constraints. So, the modified optimization
problem with updated box constraint C2 is:

(P1) : max
xr,yr

P2HET (xr, yr)

s.t. C1 : 0 ≤ xr ≤ x0 − xd
C2 : y0 ≤ yr ≤ yu(0).

(15a)

It should be noted that the solution of P1 in (15a) is always
better than the problem P0 in (15), because the feasible region
of P0 is a proper subset of the feasible region of P1. The
problem in (15a) is nonconvex because the objective function
to be maximized is nonconcave. The problem is also highly
nonlinear because of involvement of the terms Dc, Pr2 , and
cos {k (r1 − r2)} – which are nonlinear composite functions
of relay node’s position (xr, yr).

B. ORP with distributed beamforming

Since the RF source and relay node’s transmission do not
effect each other, we can use distributed beamforming for
increasing the ηE . Also, since the position of the RF source is
known and relay has to be placed on the feasible Euclidean x-y
plane defined by the constraints C1 and C2 in (15a), their local
oscillators can be synchronized in a manner that a controlled
phase shift can be introduced to compensate for the path or
range differences, thereby realizing a constructive interference
at the target node. In this way, instead of moving along the
y-axis to get in-phase energy waves at the target node for a
given x-axis position, the relay node is simply moved along
the x-axis at y0 distance from LOS path. This reduces the
ORP problem defined in (15a) to a single-dimensional (or one
variable) nonconvex problem P2, given below:

(P2) : max
xr

P
DB

2HET
= Pr1 + Pr2(xr, y0) + 2

√
Pr1Pr2(xr, y0)

s.t. C1 : 0 ≤ xr ≤ x0 − xd.
(16)

Here, the phase difference and path difference related terms are
removed from the formulation (15a), because the controlled
phase differences cancel out the underlying path difference
between the energy waves reaching at the target from the RF
source and the relay.

It is clear from the formulations in (15a) and (16) that,
P2 can provide a higher RFET efficiency because, relay’s
movement only along the x-axis at y0 distance from the LOS
path reduces the RF source-to-relay-to-destination distance.
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C. Constructive and destructive interference regions

From (14), it can be seen that the cosine term in received
power P2HET (xr, yr) decides whether the underlying relay
position leads to constructive or destructive interference of the
received signal power Pr1 from the RF source and Pr2(xr, yr)
from the relay. If the cosine term is negative, it leads
to destructive interference. In other words, mathematically,
since 2e−ψ

2
√
Pr1Pr2(xr, yr) > 0, if cos(·) < 0 in (14),

P2HET (xr, yr) < Pr1 +Pr2(xr, yr). But the major concern is
when due to this destructive interference, the received power
in 2HET is even lower than the DET. This is critical because
the relay placed at such positions performs adversely, and it
makes ORP even more significant in 2HET. At such positions,
defined below by set DI , RFET efficiency provided by DET
is superior to that of 2HET, i.e.,

DI = {(xr, yr) | P2HET (xr, yr) < PDET }
= {(xr, yr) | Pr2(xr, yr) + Pr12(xr, yr) < 0} (17)

where Pr12(xr, yr) is given as:
Pr12(xr, yr)=2

√
Pr1Pr2(xr, yr)e

−ψ2
cos {k [r1 − r2(xr, yr)]}.

Similarly, the set CI defines the region of constructive
interference, where the relay position is such that 2HET
provides RFET efficiency improvement over DET, i.e.,

CI = {(xr, yr) | P2HET (xr, yr) ≥ PDET } . (18)

Fig. 4(a) plots the regions of relay node position causing con-
structive or destructive interference. From the above discussion
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Fig. 4: Numerical ORP characteristics (Powercast P1110 harvester
system; end-to-end distance x0 = 100 cm). (a) Constructive and de-
structive interference regions against relay position in 2HET without
beamforming. (b) Tradeoff in 2HET with distributed beamforming.

and (16) it can be noted that, ORP with distributed beamform-
ing does not suffer from the destructive interference problem,
i.e., at all relay positions P

DB

2HET
(xr) > PDET ,∀ xr, because

in this case P
DB

r12 (xr) = Pr2(xr, y0) + 2
√
Pr1Pr2(xr, y0) >

0,∀ xr. This is another advantage of distributed beamforming
case (P2) over the 2-D Euclidean case (P1).

D. Tradeoff at the relay: Scavenged versus delivered energy

From (15a) and (16), it is clear that the mean received power
at target node P2HET (or P

DB

2HET
) is composed of two power

terms Pr1 and Pr2 , where Pr1 is constant and Pr2 is a function
of relay node’s position (xr, yr). Unlike in P1, where apart
from optimizing Pr2 , destructive interference also needs to be
tackled, in P2 only Pr2 is needed to be optimized. In this
subsection we discuss the tradeoff that exists while deciding
the ORP for maximizing Pr2 which in turn maximizes P

DB

2HET
.

As the relay node transmits the RF energy harvested from
transmission of the RF source to the target node, closer to the
RF source may be a better position to harvest a higher amount
of energy. A higher mean harvested energy at relay node PDCrr
implies a higher duty cycle Dc. This in turn implies a higher
effective transmit power from the relay node, given as:

P eff
t2 (xr, yr) = Dc(xr, yr)Pt2 . (19)

However, if harvesting part is neglected and relay is assumed
capable of continuous transmission at Pt2 , then to maximize
the received power Pr2 , path loss has to be minimized. In this
scenario, a position closer to the target node is more suited as
it suffers from lesser path loss. Received power at the target
node due to this continuous transmission of relay is:

P cont
r2 (xr, yr) =

Pt2Gt2(0◦)GrT (φ2)λ2

(4πr2(xr, yr))
2 . (20)

So, basically P2 solves this nontrivial tradeoff between energy
scavenged and effective energy delivered. An example case is
shown in Fig. 4(b) (more will be discussed in Section VI).

V. GLOBAL OPTIMIZATION ALGORITHM

In general there exists no standard approach for finding
the global optimal solution for the nonconvex optimization
problems. In many cases, determining the exact global opti-
mal solution is either computationally very expensive or not
possible in finite amount of time. So we try to find the global
optimum within some acceptable tolerance ε > 0 [25]. In
particular, we find ε-global maximum, which is defined below.

Definition 1: If x∗ ∈ F is a feasible solution with some
acceptable tolerance ε > 0, where F is a non-empty convex
set in Rn and f(x) ≤ f(x∗) + ε, ∀x ∈ F , then x∗ is an
ε-global maximum.

A global optimization algorithm based on branch and bound
(BB) method was proposed in [26]. Convex lower bounding
function L was used along with efficient partitioning strategy
to achieve guaranteed convergence to the ε-global optimum so-
lution for nonlinear, twice differentiable nonconvex functions.
The basic idea is to first partition the feasible set into smaller
subsets (following the divide and conquer strategy), then
find lower and upper bounds of the underlying optimization
problem (minimization) respectively by solving the convex
lower bounding function L and finding the actual objective
function value at that point. This results in a non-decreasing
sequence for the lower bound, as L is solved over a smaller
feasible region with increasing number of iterations and a non-
increasing sequence for the upper bound as the infimum over
all the previously recorded upper bounds is stored in it. If the
global minimum obtained by solving L over a feasible subset
is greater than the current upper bound, then this subset is not
considered further (fathoming step). At each step, the global
lower and upper bounds are updated and if they are close
enough, the process is ended. Otherwise the partition with
tighter constraints is selected and the process is repeated.

This BB method works very well in our case because our
objective function is twice differentiable with box-constraints.
Moreover, the convergence to ε-global optimal is faster as there
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are only a few modes (a few local minima) which actually
depends on the distance x0 between RF source and target
node. Let (x∗r , y∗r ) be the ORP and P ∗2HET be the maximum
received power at the target node. The convex lower bounding
function is defined for minimization function, so we minimize
the negative of the objective function defined in (15a) and (16).
The convex lower bounding function L for −P1 is given by:

L(xr, yr) = −P2HET (xr, yr) + α {[0− xr] [x0 − xd − xr]
+ [y0 − yr] [yu(xr)− yr]} . (21)

Here parameter α should satisfy the constraint [26]:

α ≥ max

0, max
i

xL
i ≤xi≤xU

i

(
− 1

2λ
P2HET
i

), where λP2HET
i are

the eigenvalues of the Hessian matrix of the function P2HET

and xi ∈ {xr, yr}. In [21], [25], several methods for estimat-
ing the appropriate value of parameter α were given. In our
case there are only two variables, so we find an approximate
lower bound for α by finding the minimum eigenvalue from
the set of eigenvalues of the Hessian matrix which is a function
relay position (xr, yr), for the cases when (xr, yr) ∈ Z (set
of integers). This is not very computationally expensive as the
feasible region is not very large. Accordingly, in our case L
as defined in (21) is actually a near convex function (NCF).

We use Conjugate Gradient Method (CGM) with positive
Polak-Ribiere (PR) beta [27], to solve convex relaxation L
problem globally and the original problem (−P1 or −P2)
locally at each iteration. This iterative algorithm provides very
good convergence, and also due to the presence of highly
nonlinear terms in the objective function it is not possible
to obtain the explicit analytic solution. Also, we use Golden-
section based line search [28] technique within the upper and
lower bounds such that the feasibility constraints are met.

We have slightly modified the αBB algorithm, by finding
the upper bound on −P ∗2HET by solving −P1, rather than by
simply calculating −P2HET at the global minimum point of
L. This provides faster convergence by finding tighter upper
bound at each iteration and thus reducing the number of sub-
search spaces. The proposed algorithm is summarized in Algo-
rithm 1. Algorithm 1 terminates when either the maximum of
iteration Imax is reached, or when the ε-global optimum solu-
tion is found, i.e., the normalized gap

(
PU

2HET−P
L
2HET

Pr1

)
< ξ,

where PU2HET and PL2HET are the upper and lower bounds on
−P ∗2HET . Generally, ε = 10−3 is considered to be acceptable
value, but ideally value of ε should decided based upon the
approximate value of the global optimum. As in our proposed
ORP problem, the optimal received power is in the range of
received single hop power Pr1 , so ε = ξPr1 . It may be recalled
that the Algorithm 1 solves a minimization problem. However,
as ours is a maximization problem, we solve for −P1.

Algorithm 1 can also be used for beamforming-based for-
mulation P2, but with a few modifications. As P2 reduces
to one dimension only, the search for minimum and splitting
occurs only along x-axis (y-axis position is fixed to y0) and as
a result L and α are calculated using P

DB

2HET
and the boundary

constraints on xr. Algorithm 1 converges very fast for P2.

Algorithm 1 Proposed modified αBB algorithm.
Input: x0, y0, xd, Imax and ξ
Output: P ∗

2HET , x∗r , y∗r
1: Initialize upper and lower bounds on x and y as xU1 = x0 − xd,
xL1=0, yU1 =yu(0), yL1 =y0. Set i=0. Find Pr1 and set ε=ξPr1 .

2: Run CGM algorithm to solve −P1 (nonconvex) in the entire
feasible region and obtain a local minimum solution

(
x∗0,r, y

∗
0,r

)
with function value PU

2HET (initial upper-bound)
3: Find parameter α as:

α = max

0, max
j

zLj1≤zj≤zUj1

(
−1

2
λP2HET
j

) (22)

where λP2HET
j are the eigenvalues of the Hessian matrix of the

function P2HET , zj ∈ {x, y} and (x, y) ∈ Z. Solve the convex
relaxation L of −P1 using CGM algorithm in the entire feasible
region to obtain initial lower-bound PL

2HET .
4: if

(
PU
2HET − PL

2HET

)
> ε then set i = 1.

5: else P ∗
2HET = −PU

2HET , x∗r = x∗0,r , y∗r = y∗0,r , break
6: repeat (Main Loop)
7: Split

{
(x, y)

∣∣ xLi ≤ x ≤ xUi ∧ yLi ≤ y ≤ yUi } (current re-
gion) into two subregions (s = 1 or left and s = 2 or right) along
its longer edge given by max

{(
xU
i −xL

i
x0−xd

)
,
(

yU
i −yL

i

yu(xL
i )−y0

)}
.

Store the upper and lower bounds on x and y in these two regions
in xUi,s, y

U
i,s, x

L
i,s, y

L
i,s. Apply CGM to both the regions to find the

global optimum by solving L in the shrinked regions:

L(xr, yr) = −P2HET (xr, yr) + α
{[
xLi,s − xr

]
[
xUi,s − xr

]
+
[
yLi,s − yr

] [
yUi,s − yr

]}
where, α is as obtained as defined in (22), but in the region
defined by

{
(x, y)

∣∣ xLi,s ≤ x ≤ xUi,s ∧ yLi,s ≤ y ≤ yUi,s}. Store
the global minimum solutions in PLi,s

2HET .
8: if (P

Li,s

2HET ≤ PU
2HET ) then solve −P1 in these regions to

find local optimum solution with solution points and store them
in PUi,s

2HET , (xi,s, yi,s), respectively.
9: else delete the PLi,s

2HET from the stored result.
10: if | PLi,s

2HET |= 0 i.e., all subsets fathomed then break
11: Set i = i+ 1
12: Set PL

2HET = min
I,s

P
LI,s

2HET , I = 1, .., i− 1 s = 1, 2

13: Set i∗, s∗ = argmin
I,s

P
LI,s

2HET , I = 1, .., i− 1 s = 1, 2

14: Set xLi = xLi∗,s∗ , xUi = xUi∗,s∗ , yLi = yLi∗,s∗ , yUi = yUi∗,s∗
15: New region:

{
(x, y)

∣∣ xLi ≤ x ≤ xUi ∧ yLi ≤ y ≤ yUi }
16: if PU

2HET ≥ P
Ui∗,s∗
2HET then

17: PU
2HET = P

Ui∗,s∗
2HET

18: P ∗
2HET = −PU

2HET , x∗r = xi∗,s∗ , y∗r = yi∗,s∗

19: Delete all the results corresponding to i∗, s∗

20: until
(
PU
2HET − PL

2HET

)
≤ ε or i = Imax

A. Faster convergence of the proposed algorithm

The feasible region of ORP is given as, FR =
{(xr, yr) | 0 ≤ xr ≤ x0 − xd ∧ y0 ≤ yr ≤ yu(0)}. The diag-
onal of FR or the subset of FR during iteration i as a function
of the box constraint (xr ∈

[
xLi , x

U
i

]
and yr ∈

[
yLi , y

U
i

]
) is:

Di =

√(
xUi − xLi

)2
+
(
yUi − yLi

)2
. (23)
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When Di < δ =
√

4ε
α , the ε-global optimum is achieved. The

longest diagonal corresponding to the initial complete feasible
rectangular region is:

D0 =

√
(x0 − xd)2 + (yu(0)− y0)

2
. (24)

Then, the upper bound IU and lower bound IL on the maxi-
mum number of number of iterations required for convergence
to ε-global minimum of −P1 and −P2 are:

IU =

{⌈(
D0

δ

)2 − 1
⌉
, for P1⌈

x0−xd

δ − 1
⌉
, for P2

(25)

IL =

{⌈
2 log2

(
D0

δ

)
− 1
⌉
, for P1⌈

log2

(
x0−xd

δ

)
− 1
⌉
, for P2.

(26)

The reasons for faster convergence of the algorithm are:
1) Low dimensionality of the ORP problem: The dimension

of the proposed ORP P1 and P2 in (15a) and (16) is two and
one, respectively. Due this low dimensionality there are only
two summation terms in the numerator of (25) and (26) for
P1 and only one term for for P2. This leads to lower values
of IU and IL for the termination of the Algorithm 1.

2) Smaller range of RFET: The range of RFET is limited
due to the limits on maximum transmit power, path loss, low
receiver sensitivity and low RF to DC conversion efficiency
at very low input RF power. For example in commercially
available RF energy harvesting module from Powercast P1110,
rectification efficiency is below 10% at input RF power
received below −5 dBm [22]. This limits the range of RFET,
because if the received RF power is below −5 dBm, effectively
there is no RF energy harvesting. Due to this RFET range
is smaller (on the order of a few meters only), the values of
(x0 − xd)2 and (yu(0)− y0)

2 (box constraints) are low, which
in turn results in lower value of IU and IL.

3) Very low value of α: As α is determined using the
Hessian matrix values over the discrete positions in the feasible
region, we are able to obtain a tighter lower bound on α. These
values of α, discussed in Section VI, are very low, resulting
in low value of IU and IL because, as α→ 0, δ →∞.

Apart from these reasons, in practice the total number of
iterations required for termination is much closer to IL rather
than to IU , as shown in next section via numerical results.

VI. NUMERICAL RESULTS

In this section we evaluate the performance of the proposed
algorithm in solving nonconvex optimization problems P1
and P2 with commercial RF energy harvester from Powercast
P1110 [22] as an example. We have considered three feasible
region cases as mentioned in Table I. The distances beyond

TABLE I: Three cases considered.
Case RF source to target

node distance x0 (cm)
Minimum non-blocking distance of

relay from LOS path y0 (cm)
Upper bound on yr

yu(0) (cm)
A 100 25 60.15
B 75 34 60.72
C 50 38 58.37

100 cm have not been considered due to low RFET range.
Other system parameters considered are given in Table II.

TABLE II: System parameters.
S.No. System parameter Symbol Value

RF source (Agilent RF synthesizer N9310A)
+ Powercast 915 MHz PCB patch (directional) antenna

1 Transmit power Pt1 20 dBm
2 Antenna gain Gt1 6.1 dBi
3 Power consumption Pcons 74.17 W

Relay node (Powercast P1110 evaluation board + modified Mica2 mote
+ two Powercast 915 MHz PCB patch (directional) antennas)

4 Transmit power Pt2 5 dBm
5 Receive antenna gain Grr 6.1 dBi
6 Transmit antenna gain Gt2 6.1 dBi
7 Super-capacitor C 50 mF
8 Final voltage level Vf 3 V
9 Initial voltage level Vi 2 V
10 Charging load resistance Rch 100 Ω
11 Discharging load resistance Rdch 375 kΩ

Target node (Powercast P1110 evaluation board
+ Powercast 915 MHz PCB dipole (omnidirectional) antenna)

12 Receive antenna gain GrT 1 dBi
13 Super-capacitor C 50 mF
14 Final voltage level Vf 3 V

Algorithm 1
15 Iteration bound Imax 100
16 Normalized tolerance ξ 0.001

Miscellaneous
17 Operating frequency f 915 MHz
18 Root mean square (RMS) phase error ψ2 10◦

19 Distance between receiver and
transmitter antenna at the relay xd 16 cm

20 Path loss exponent n 2

Powercast 915 MHz PCB patch and dipole antennas were
used and their radiation patterns in azimuth plane (θ = 90◦)
was found out by performing measurements in the RF ane-
choic chamber. Fig. 5(a) shows that the measured normalized
radiation pattern of the patch antenna can be very closely
approximated by a 10-degree polynomial fit [29] given as:

U(φ) =−0.00001φ10+0.00021φ9−0.002214φ8+ 0.01043φ7

−0.01139φ6 − 0.07684φ5 + 0.23374φ4 + 0.06288φ3

−0.76824φ2 + 0.12571φ+ 0.99803.

The norm of residuals for poly-fitting is 0.0114, which is
within acceptable limit of allowable model-fitting errors [30].

Relay node’s receiver part harvests the RF power received
from the RF source via 6.1dBi directional antenna, converts
it to DC and stores it in a 50 mF super-capacitor. The RF
to DC efficiency of the P1110 IC is a function of the input
RF power [22] and is plotted in Fig. 5(b) along with the 20-
degree polynomial fit curve which very closely approximates
this behavior. Relay node’s transmitter part includes a modified
Mica2 mote which is powered from the energy stored in
50mF super-capacitor and transmits energy at +5 dBm, in the
form of data packets via 6.1 dBi antenna to the target node.
For efficient RFET, Mica2 has been programmed to transmit
dummy data packets continuously one after the another during
the ON state [5]. We experimentally found that Mica2 mote
consumes 8 µA and 30 mA at 3 V during OFF and ON state,
which translates to Rdch = 0.375 MΩ and Rch = 100 Ω
resistive loads, respectively. The voltage corresponding to the
minimum energy threshold and fully charged super-capacitor
are Vi = 2 V and Vf = 3 V, respectively. Based on this and
the ON-OFF model for relay node, as discussed in Section III,
we have plotted the super-capacitor’s voltage VC(t) variation
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Fig. 5: (a) Normalized radiation (power) plot in azimuth plane. (b)
Powercast P1110 RF to DC efficiency variation with input RF power.
(c) Duty cycle of relay’s transmitter at optimal position for case C.

with time in Fig. 5(c) based on the duty cycle Dc obtained
numerically for the ORP in 2-D problem P1.

After experimentally estimating the system parameters,
listed in Table II, we present the numerical results using the
proposed analytical model, mathematical equations derived,
and the theoretical results obtained from Algorithm 1.

A. Received mean power P2HET variation with relay position

Fig. 6(a), 7(a), and 8(a) shows the variation of the mean
power received P2HET at target node in the 2-D feasible re-
gion (problem P1) for case A, case B, and case C, respectively.
It shows that objective function is nonconcave. It also indicates
that the number of modes and complexity of P1 increases with
increasing RF source to target node distance x0.

Fig. 6(b), 7(b), and 8(b) shows the variation of the mean
power received P

DB

2HET
at the target node using distributed

beamforming in the 1-D feasible region (problem P2) for case
A, case B, and case C. It also shows that the complexity of
the problem increases with increasing x0. As this problem
is far more simpler than the 2-D problem P1, we have also
shown the step by step working of the Algorithm 1 for P2 in
Fig. 6(b), 7(b), and 8(b). For case C, the first local solution of
P2 itself is the ε-global optimal solution, so no more iterations
of the Algorithm 1 are required. Whereas in case A and case
B, it takes two and one iterations, respectively, to find the ε-
global optimal solution. After first iteration in case A, as the
lower bound provided by solving L in right partition of x-axis,
i.e. NCF 1 Right, is lower than the one found by solving in
left partition, i.e. NCF 1 Left, so in second iteration, NCF 1
Right becomes the new feasible region to be split. Fig. 6(b)
shows that for case A, NCF L of the right side partition in
second iteration, i.e. NCF 2 Right, very closely approximates
the actual function, such that the difference between the local
minimum of actual problem P2 in this range and the global
minimum of NCF 2 Right are within the acceptable tolerance

ε, so the algorithm terminates. Similarly, Fig. 7(b) shows that
for case B, NCF of the right side partition in first iteration, i.e.
NCF 1 Right, very closely approximates the actual function,
such that the solution found is ε-global maximum.
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Fig. 6: Received mean power plot for case A.
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Fig. 7: Received mean power plot for case B.

(a) Normal 2-D case P1

0 10 20 30
−1.74

−1.72

−1.7

−1.68

−1.66

x
r
 (cm)

(−
) 

P
2H

E
T

D
B

 (
m

W
)

 

 

Actual
NCF
Optimal solution

(b) Beamforming case P2

Fig. 8: Received mean power plot for case C.

B. Convergence of the proposed algorithm

The convergence of the global optimization algorithm –
Algorithm 1 for ORP in 2-D space (problem P1) is shown
in Fig. 9 which plots the evolution of upper bound PU2HET
and lower bound PL2HET to the optimal value of −P1 with
increasing iterations for case A, case B, and case C. The results
show that because of the modifications in the conventional α-
based BB method and low dimensionality of the optimization
problem, Algorithm 1 converges to ε-optimal solution in few
iterations Iiter only. Also, it has to be noted that convergence
is faster in the beginning as the gap between the upper and
lower bound reduces very sharply in the initial few iterations.

5 10 15 20
−1

−0.8

−0.6

−0.4

Iterations

(−
) 

P
2H

E
T
 (

m
W

)

 

 

Upper bound
Lower bound

(a) Case A

2 4 6 8 10 12
−1.1

−1

−0.9

−0.8

−0.7

Iterations

(−
) 

P
2H

E
T
 (

m
W

)

 

 

Upper bound
Lower bound

(b) Case B

2 4 6 8 10 12
−1.8

−1.75

−1.7

−1.65

Iterations

(−
) 

P
2H

E
T
 (

m
W

)

 

 

Upper bound
Lower bound

(c) Case C

Fig. 9: Illustration of the convergence of Algorithm 1 for P1.
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TABLE III: Convergence results.

Case ε α D0 δ IU IL
Iiter

Original
αBB [21]

Proposed
Algorithm 1

A P1
1.62× 10−6 8.09× 10−7 91.06 1.44 4004 11 23 21

P2 7.91× 10−9 84 14.55 5 2 2 2

B P1
7.34× 10−7 9.61× 10−7 64.77 1.75 1372 10 14 13

P2 6.53× 10−9 59 21.21 2 1 1 1

C P1
4.19× 10−7 7.79× 10−7 39.64 2.88 188 7 14 13

P2 8.50× 10−9 34 27.61 1 0 0 0

Table III shows the convergence results of the proposed
algorithm for the 3 cases of both P1 and P2. It is clear that
the actual number of iterations Iiter is very close to the lower
bound IL and very less as compared to the upper bound IU .
The value of α is very low, which leads to a high value of
δ, that ultimately leads to fast convergence as shown in the
table. Also α > 0 in each case implies that both P1 and P2
are nonconvex, as their objective functions are nonconcave.

We have also compared the performance of the proposed Al-
gorithm 1 (modified αBB) with the original αBB method [21]
in terms of number of iterations Iiter required for convergence.
The results show that the proposed Algorithm 1 provides about
9% faster convergence in P1. Note that there is no tangible
improvement with modified αBB in case of P2, which is
because of pseudo-concavity of its objective function.

C. Pseudoconcavity of ORP with distributed beamforming P2
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Fig. 10: Graphical explanation of pseudoconcavity of ORP problem
for distributed beamforming case P2. (a), (b), and (c) show that ∀
x1, x2 ∈ F (where F is the feasible region), ∇f(x1)ᵀ(x2 − x1) ≤
0 =⇒ f(x1)− f(x2) ≥ 0, for the cases A, B, and C, respectively.
(d) Gradient (first derivative) of the objective function of P2.

ORP with distributed beamforming (problem P2) with
Powercast P1110 energy harvester and antenna turns out to be
pseudoconcave. That is, ∀ x1, x2 ∈ F (where F is the convex
feasible region defined in the closed interval [0, x0 − xd]),
∇f(x1)ᵀ(x2 − x1) ≤ 0 =⇒ f(x1) − f(x2) ≥ 0, where
f is the objective function of the optimization problem P2
in (16). The pseudoconcavity of P2 is shown graphically
in Figs. 10(a), (b), and (c) for the cases A, B, and C.
The entire convex feasible region F is divided into 2 re-
gions: FA = {(x1, x2) | ∇f(x1)ᵀ(x2 − x1) ≤ 0} and FB =
{(x1, x2) | ∇f(x1)ᵀ(x2 − x1) > 0}. The results in Fig. 10(a),
(b), and (c), illustrate that f(x1)−f(x2) ≥ 0,∀ (x1, x2) ∈ FA.
This implies that P

DB

2HET
is a pseudoconcave function of xr.

Pseudoconcavity of P
DB

2HET
has also been explained with

the help of Fig. 10(d), which shows that if, ∃ x̂ such that
∇f(x̂) = 0, then x̂ is a global maximum [31]. Due to this
property, the first local solution obtained in the first step by
the CGM algorithm, where the gradient vanishes, is itself
the global optimum (or ε-global maximum) solution, i.e. no
additional iteration of the proposed global optimization is
required. One and two iterations that required for case B and
A, respectively, are actually required to obtain a tighter lower
bound such that the difference between the local solution of
−P2 and corresponding lower bound is within ε.

D. RFET efficiency improvement

0 20 40 60 80
0

10

20

30

Im
pr

ov
em

en
t (

%
)

x
r
 (cm)

(b)

(b)

 

 

Case A
Case B
Case C

Case A Case B Case C
0

5

10

15

20

25

(a)

Im
pr

ov
em

en
t (

%
)

 

 

Left
Left with beamforming
Center
Center with beamforming
Right
Right with beamforming

0.14 %

Fig. 11: (a) 2HET efficiency improvement with ORP over 2HET with
arbitrary relay positions (e.g., left, center, right). (b) 2HET efficiency
improvement with distributed beamforming over normal 2HET.

Fig. 11(a) shows that, 2HET with ORP increases RFET
performance (ηE) with respect to 2HET with arbitrarily-
placed relay (e.g., left (xr = x0

4 − xd

2 , yr = y0), center
(xr = x0

2 − xd

2 , yr = y0), or right (xr = 3x0

4 − xd

2 , yr = y0)
[1], [5]). Also, 2HET with ORP and distributed beamforming
shows consistently higher performance over normal 2HET
with ORP. This improvement in ηE achieved through ORP
via P1 with yr = y0 against the arbitrary relay positions, is:

∆ηE(xr) = η∗E−ηE(xr)=

(
P ∗

2HET
− P2HET (xr, y0)

PDET

)
×100

where η∗E=
(
P∗

2HET
−PDET

PDET

)
×100. Similarly the improvement in

2HET with distributed beamforming P2 and ORP is given as:

∆ηDBE (xr)=η
DB∗

E −ηE(xr)=

(
P

DB∗

2HET
− P2HET (xr, y0)

PDET

)
×100

where ηDB
∗

E =

(
P

DB∗

2HET
−PDET

PDET

)
×100 and P

DB∗

2HET
is the received

power at target node in ORP with distributed beamforming.
The trends of improvement with ORP is however not mono-
tonic; instead it is a function of source-destination distance x0.
For example, at x0 = 100 cm (case A), the highest gain of
ORP+beamforming (25%) is with respect to center-positioned
relay. In cases B and C, the highest gains (15% and 10%) occur
respectively with respect to the left and right positioned relay.

Fig. 11(b) depicts the oscillatory behavior of RFET gain
improvement provided by 2HET with beamforming (P2)
against normal 2HET (P1) with yr = y0, which is clearly
due to constructive and destructive interference associated with
P1. The plots here reiterate that, the maximum gains with
different x0 values occur at different ORP distance xr.
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Thus, distributed beamforming offers simplicity in relay
placement as well as more gain, however at the cost of added
synchronization requirement at the RF source and relay node.

E. Energy savings provided by ORP

RFET efficiency improvement eventually leads to energy
savings of the RF source. However, due to nonlinear depen-
dence of RFET efficiency improvement and energy savings
achieved at the RF source, they do not have a constant
scaling based relationship. So here we derive the energy saving
expression and present the corresponding numerical results.

Agilent RF synthesizer N9310A was used as the RF source
consumes power during RFET to the target node. The mea-
sured power consumption Pcons = 74.17 W of this RF source
transmitting at +20 dBm was used in the numerical model.
Energy saving with ORP is obtained by multiplying Pcons by
the time saved as a result of quicker charging due to improved
ηE provided by 2HET. The ON time of the RF source for
charging an uncharged 50 mF super-capacitor at the target
node up to 3V, respectively via DET, normal 2HET (P1) with
ORP, and 2HET with distributed beamforming (P2) and ORP
in the three cases are mentioned in Table IV.

TABLE IV: RF source runtime comparison.
Case RF source ON time or target node charging time TC (sec)

DET Normal 2HET (P1) with ORP 2HET with beamforming (P2) and ORP
A 537.0185 479.6894 465.4343
B 306.4518 282.0659 276.9978
C 140.6250 135.5742 131.3924

So, the energy saved is calculated as: Esaved = Pcons ×[
TC (50mF, 3, Pr1)−TC (50mF, 3, PT )

]
, where TC is defined

in (9), PT = P2HET for P1, and PT = P
DB

2HET
for P2.
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Fig. 12: (a) Energy saving by ORP in 2HET compared to arbitrary
placement (left, center, right); (b) Energy saving in 2HET with
distributed beamforming compared to DET.

Esaved in the two scenarios (P1 and P2), i.e., without
and with distributed beamforming, compared to the three
arbitrary relay positions (left, center, and right) are shown in
Fig. 12(a). Also the energy savings in 2HET with distributed
beamforming with respect to DET as a function of relay
position is shown in Fig. 12(b) for the three values of x0.
The results in Figs. 12(a) and (b) indicate that, the energy
saving is larger when x0 increases. Fig. 12 also indicate that,
the ORP is strongly dependent on x0. A relative look at the
Figs. 12(a) and (b) further reveal that, ORP gain with respect
to arbitrarily positioned relay in 2HET can be even higher than
the gain with respect to DET. For example, with x0 = 100 cm
the ORP with beamforming achieves an energy saving up to
9 kJ with respect to the relay placement at the center (non-
shadowing), whereas the maximum gain compared to DET

is about 5 kJ. This is because, an arbitrarily positioned relay
in 2HET can cause destructive interference at the destination,
resulting in even poorer performance than DET.

TABLE V: Optimal relay placement results.
Case Optimal Position

(xr, yr−y0) (cm)
PDET

(mW)
Maximum

P2HET (mW)
Efficiency
ηE (%)

Energy
saved (J)

A P1 (61.08, 4.7×10−10) 0.4190 0.4690 11.94 4252.10
P2 (76.41, 0) 0.4834 15.38 5309.40

B P1 (34.49, 8.9×10−11) 0.7342 0.7977 8.65 1808.70
P2 (45.70, 0) 0.8123 10.63 2184.60

C P1 (3.86, 4.9×10−12) 1.6188 1.6799 3.77 374.62
P2 (29.05, 0) 1.7340 7.12 684.78

Table V shows the optimal relay positions in the two
ORP problems (i.e., without/with distributed beamforming),
the harvested power at the target node, and the percentage
energy transfer improvements with 2HET. The optimal value
of yr in normal 2HET (without beamforming) comes out to
be nearly the same as that with beamforming. This is due to
very low relay transmit power (5 dBm) of the Mica2 mote
(relay transmitter) compared to the RF source (20 dBm) and
very low duty cycle around 4 %. This causes the relay’s
contribution in P2HET to be dominated by path loss rather
than destructive interference. However, this is not true in
general. With improved RF harvesting circuits [23] and motes
with lower active state consumption and higher transmit power
comparable to that of the RF source, destructive interference
can be a major factor in determining the ORP. For instance, we
consider the following specific improved system parameters:
(a) transmit power of relay increased from 5 dBm to 20 dBm;
(b) RF-to-DC rectification efficiency improved by 30% (cf.
Fig. 5(b)); (c) relay antenna gains increased from 6.1 dBi to
9.1 dBi; (d) reduced ON (energy transmission) state current
consumption from 30 mA to 9 mA.

TABLE VI: ORP with improved system parameters.
Optimal relay placement for P1

Case Optimal Position (xr, yr−y0) (cm) P2HET (mW)
A (84, 6.11) 3.1629
B (59, 6.57) 2.9248
C (34, 11.08) 3.8267

With these improved futuristic system parameters, ORP results
for the three cases considered are given in Table VI. The
numerical results obtained in Table VI indicate that ORP in
P1 can have yr−y0 > 0, and not always necessarily yr ≈ y0.

VII. CONCLUDING REMARKS

In this paper, we presented a novel optimization problem
in 2HET for improving RFET efficiency. We showed how
distributed beamforming can further improve the efficiency by
introducing controlled phase shift between the local oscillators
at the RF source and the relay node. As the two optimization
problems presented are nonconvex and highly nonlinear, we
presented a global optimization algorithm that provide fast
and efficient convergence to the ε-global optimal solution.
We also proved that ORP problem in 2HET using distributed
beamforming is pseudo-concave for the commercially avail-
able RF energy harvesters and antennas from Powercast.
Through numerical examples, we showed the effectiveness of
the proposed algorithm and the significance of placing the
relay node optimally as opposed to 2HET with arbitrary relay
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positions, in terms of improved RFET efficiency and energy
saving. Numerical results show that, 2HET performance gain
over DET increases with end-to-end RFET distance – which
is encouraging for MHET as the energy harvesting technology
advances. With ORP and beamforming, up to 25% gain against
arbitrarily-positioned relay in 2HET (as opposed to 15% gain
against DET) at 100 cm RFET distance demonstrates the
criticality of ORP, because it proves that due to destructive
interference 2HET performance can be even poorer than DET
unless the relay is optimally positioned.

In future, we intend to consider the ORP for RFET in more
than two-hops by using multiple energy harvesting relays.
Multi-relay environment is more challenging, as it needs added
inter-relay cooperation besides distributed beamforming with
the RF source. We also plan to consider the shadowing and
multi-path effects in a more enhanced channel model by
incorporating the available channel state information.
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