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AC C E P T E D FROM OP E N CALL

INTRODUCTION
In many unexpected critical situations caused by
natural disasters, such as hurricanes and earth-
quakes, or by terrorist attacks, such as the attacks
of 9/11, the efficiency and safety of the respon-
ders’ mission heavily rely on information tech-
nology. Usually, the destruction or extremely
limited availability of the communications infra-
structure of the region in distress exacerbates
the rescue and recovery operations. Voice ser-
vices, used to communicate among responders
and with headquarters for control and com-
mand, or used by those affected by the emergen-
cy situation, may be severely restricted and
unreliable even when available. Furthermore,
often it is impossible to share and use all the
relief resources through advanced information
technologies — such as accessing remote
databases, Web sites, and Web-based applica-
tions — and exchange data with agency head-
quarters and other field command centers. A
new set of communications tools is required to
significantly improve the safety of responders
and the effectiveness of rescue and recovery
operations [1, 2]. Inspired by Federal Emergency
Management Agency (FEMA) requirements and
incorporating state-of-the-art technologies, we
propose a heterogeneous network for critical sit-

uations, which is required especially after large-
scale disasters in which the existing communica-
tion infrastructure may have been destroyed.

The difference between a network for non-
emergency situations and the proposed network
is that a critical infrastructure network must
operate reliably upon deployment, and the
desired quality of service (QoS) must be provid-
ed during rescue operations. Furthermore, the
services provided by such networks are aimed at
assisting rescue operations to first avoid fatali-
ties. Considering this, the following are special
requirements for the proper and effective opera-
tion of critical networks:
• Rapid deployment

–Planning must be on the fly as minimizing the
number of fatalities can be time-dependent,
and a formal planning process is not feasible.
–Deployment processes must be simple and
secure so that highly specialized personnel
and complex procedures are not required.
–Equipment must be tolerant of faults and
capable of rapid deployment, which involves
rough treatment due to the short timeframe
required for rescue operations.

• Robustness and scalability
–Suboptimal deployment and a frequently
changing environment challenge network
functionality. Therefore, the network must be
able to report environment changes for proper
management or be self-manageable to avoid
service disruptions.
–The infrastructure must be sufficiently flexi-
ble to satisfy a variety of situations and pro-
vide support for different types of users, as
well as for operations in different environ-
ments.

• Portability: The deployment of a communica-
tion network must be done within a short time
due to critical conditions. To make it practi-
cal, the network should require less specific
facilities and adopt commonly available
resources and facilities from different response
forces.

• Security: Large-scale disasters require respons-
es from multiple federal, state, and local agen-
cies with different charters, and possibly also
from military forces. A tremendous amount of
sensitive data in the network could be exposed
to the transmission media and should be
appropriately protected.

• Cost: The network should incur reasonable
cost for deployment and maintenance, and
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off-the-shelf technologies should be readily
adopted.
The networks for disaster and emergency

response proposed in [2] can provide up to 120
Mb/s connections between a specifically designed
hub and up to eight remote sites. Each site could
support a full range of applications for 120–160
users. Their major disadvantages are less scala-
bility and the requirement for specialized
devices. The heterogeneous network we propose
will be reliable, efficient, scalable, portable, and
secure. Portability means that deployment can
be achieved within a short time for emergency
conditions. Furthermore, to make our proposal
practical, we consider the use of commonly
available resources and facilities to set up the
proposed network, and the implementation of
resilient network devices that are specially
designed to satisfy the requirements of critical
networks. This network is planned to enable
communications for data, voice, images, and
real-time video to be used by a rescue task force
working at the area in distress and with expand-
able possibilities for use by survivors with ele-
mentary and emergency communication
requirements. An example of a possible model
for this hybrid heterogeneous network is shown
in Fig. 1.

This critical network consists of several net-
works superimposed on each other to make a
complete and reliable network. The network
comprises a central control unit (CCU), super
nodes (SNs), and field nodes (FNs).

The CCU is the heart of the whole network,
and is monitored and controlled by the authori-
ties in charge of the area. The CCU can consist
of several computers that have very strong com-
puting capabilities and reliable maintenance.
These servers act as the processing headquarters
and access points to the global Internet. The
CCU collects information from the desired
nodes and provides required resources to the

needy ones.
The SNs are fixed or mobile units that have

strong computing capabilities and reliable power
supplies. Each SN communicates with the CCU
at a high data rate and provides connectivity to
all FNs nearby through wireless network connec-
tions (802.11 WLAN, 802.15 WPAN, or 802.16
WiMAX).

The FNs are personal computers, notebook
computers, personal digital assistants (PDAs),
and other portable network devices used by the
responders. They can also be sensor nodes
deployed to monitor the environment. Several
nearby nodes form a cluster and communicate
with outside cluster nodes through a cluster
head (CH). The CH could be an SN or FN.

In the following sections the main focus is on
presenting a general network design overview
and a detailed discussion of its security aspects.
Due to space constraints, the key technical
aspects of other components of the design (e.g.,
management, interconnectivity, and QoS) are
introduced briefly.

FLEXIBLE AND ROBUST NETWORK
ARCHITECTURE FOR CRITICAL CONDITIONS

To satisfy the strict requirements of reliability,
performance, guaranteed lifetime, and function-
ing, the architecture of our proposed network
for critical conditions (NCC) is based on a hybrid
approach using different wireless technologies.
For the different requirements, the NCC uses
the following three networks in the same geo-
graphical area with specific lifetimes based on
response requirements and deployment complex-
ity:

•First response network (1RN), deployed
within 12 hours of an event and with an initial
lifetime of the first 24 hours or longer. Strategi-
cally placed access point nodes, based on the

n Figure 1. Proposed critical network for safe and reliable response.
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IEEE 802.16 standard, form a point-to-point
wireless network with a star topology. This net-
work ensures limited but effective and reliable
communication with a small setup overhead as
required in the first wave of response. Figure 2a
shows an example of this network, in which all
access points can directly communicate with the
CCU through single-hop transmissions. These
access points are used by rapid action agents to
show signs of existence and place emergency
requests, and by rescue personnel to communi-
cate directly with rescue mission headquarters.

•Second response network (2RN), deployed
within the first 24 hours of an event and with an
initial lifetime of 48 hours. Since 1RN is
designed for first emergency communications
independent of the available energy resources in
the critical geographic area, the battery life of
1RN is expected to last a short time. 2RN is a
power-aware network, where critical information
is transmitted for communications that are criti-
cal but have a lower level of emergency. The
architecture of this network is supplemented by
wireless and possibly mobile nodes defined by
the 802.16 standard. The deployment of 2RN is
performed during (although with higher costs)
or after the deployment of 1RN. In the latter
case the placement of 2RN nodes can be per-
formed with high efficiency by using the collect-
ed information from the 1RN phase. Figure 2b
shows an example of such a network.

•Third response network (3RN) is deployed
within 72 hours of an event and with a lifetime
of five days or longer. The architecture of this
network is a cluster-based wireless network con-
sisting of ad hoc wireless LAN (802.11) nodes
and sensor nodes (802.15 wireless personal area
network, WPAN), as well as WiMAX (802.16)
nodes. This network must be supported by
portable energy sources or energy supplies from
the affected region, because this network is
expected to operate during the time of restora-
tion of service of the affected geographical area.
This network is required to transmit voice, mul-
timedia, and data, and provide other computa-
tion services for a distributed and deployed
rescue mission. This network is also expected to
assist during the restoration phase of the affect-
ed place; therefore, the life span would be limit-

ed to the duration of the requirement. During
the deployment of 3RN, power can be supple-
mented to 1RN and 2RN as needed, thus
enhancing the coverage, connectivity, and QoS
support of the NCC. Figure 2c shows the con-
cept of 3RN, which is explained in greater detail
in the next section. Since the 3RN is the last
stage of deployment, 1RN and 2RN are also
included.

There are two levels of redundancy in 1RN,
2RN, and 3RN that increase system reliability.
The first level of redundancy is at the deploy-
ment level. 2RN provides system redundancy to
1RN, and 3RN provides system redundancy to
1RN and 2RN.

The phased deployment of the NCC inher-
ently addresses network reliability. 1RN provides
basic network connectivity in the affected region.
Deployment of 2RN reduces the need for long-
haul communication links and hence slows bat-
tery drainage by introducing a multihop
communication capability. Finally, 3RN infra-
structure further improves the robustness of an
NCC by clustered information processing and
communication capability, as well as helping
replenish the battery life of nodes deployed in
the 1RN and 2RN phases.

At the second level, each node in 1RN, 2RN,
and 3RN is built with fault-tolerant architectures
to avoid node substitution and failure risks. The
nodes run test routines during deployment and
use low-power hardware redundancy on critical
systems, such as processor and monitoring soft-
ware. To provide some degree of connectivity to
the network in such conditions, these nodes are
designed to have gracefully decreasing function-
ality in case of unrecoverable failures. For exam-
ple, some nodes may not be used to initiate a
connection but instead to assist in forwarding
information from other nodes and therefore
increase network lifetime through energy sav-
ings. This node design simplifies deployment
because the nodes require minimum human
intervention for configurability.

Beyond architectural and deployment strate-
gies, protocol-level optimization for heteroge-
neous QoS support (discussed in a later section)
addresses network lifetime, which further
enhances the reliability.

n Figure 2. Flexible and robust network architectures: a) 1RN with static ad hoc 802.16 nodes; b) 2RN with (possibly mobile) ad hoc
802.11 nodes; c) 3RN with static and mobile heterogeneous nodes.
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MANAGEMENT OF THE HETEROGENEOUS
CLUSTER-BASED WIRELESS NETWORK

The CCU, the headquarters for the rescue oper-
ations, should be set up quickly at the onset of
the rescue mission. At the same time, some SNs
can be deployed at selected locations. These SNs
will connect to the CCU directly or through
other SNs via broadband wireless links. Other
FNs will join this network around these SNs in
an ad hoc manner.

During the rescue work, the network topolo-
gy will morph frequently as new field nodes may
join, nodes may move or leave, and nodes may
be disabled. It requires a rapidly responsive clus-
tering mechanism to organize the network at the
work site. Based on the special conditions of the
critical network, we proposed a novel design for
building a secure NCC by integrating a simple
clustering and multiprotection mechanism
together. The clustered architecture has been
used for routing, frequency and code distribu-
tion, and to provide an individual node a view of
the network. A few nearby FNs will form a clus-
ter. A more reliable node with strong computing
ability will be elected as the CH. Communica-
tions between nodes outside the cluster and a
cluster member go through the CH. The CHs
communicate to the CCU in a multihop fashion
via the SNs. The SNs store the information of
the CHs in their neighborhood.

The associative relations among the nodes
are kept in a hierarchical manner. The CCU
stores only the relation of SNs with other nodes
(including CHs). Therefore, a node (FN or CH)
can be identified quickly by the SN to which it
belongs. Likewise, an SN keeps track of the rela-
tion between its CHs and their corresponding
FNs. The architecture is shown in Fig. 2c. There-
fore, this heterogeneous architecture provides a
very easy way to locate a node or retrieve infor-
mation from areas of interest.

The management of an NCC is conducted
mainly at the cluster level, involving a fraction of
the total number of nodes in the network. More
stable and reliable SNs play an important role in
ensuring the reliability and robustness of this
network. The CCU records the information of
all nodes and possesses the big picture of the
topology of the whole network. An SN maintains
information for all of the nodes belonging to it
and similar information from next-hop neighbor-
ing SNs. At each CH, the information of all the
cluster members as well as the information from
next-hop neighboring CHs is maintained. The
information maintained at each level of node is
shown in Fig. 3. This provides efficient service
management of the entire rescue operation.

SEAMLESS INTERCONNECTIVITY FOR
CRITICAL NETWORKS

To ensure a reasonable cost for deployment and
maintenance, our proposed NCC adopts differ-
ent off-the-shelf technologies such as WLAN,
WiMAX, and WPAN for wireless networks, or
layer 2- or layer 3-based networks for possible
wireline connections. Services are thus provi-

sioned via a tandem of network elements using
different technologies. Thus, the data transmis-
sion overheads inevitably increase dramatically
because each kind of technology defines its own
control and signaling policy in a relatively inde-
pendent way. To ensure seamless and optimized
delivery of services across this heterogeneous
network, it is important that the services are
mapped according to the capabilities of the
employed technologies, as well as those of the
devices [3]. In other words, the formats and
rates of the services are dynamically controlled
according to the specific technologies and user
devices [4]. The objective of this adaptation
function is to guarantee service delivery without
violating QoS requirements, and simultaneously
ensure that network resources (i.e., bandwidth,
channel capacities, and buffers) are efficiently
utilized.

We propose to design a network interconnec-
tion platform to interconnect the heterogeneous
parts of the communications systems together
seamlessly. Figure 4 shows a system architectural
view of this interconnection platform, where the
services interconnection module, QoS intercon-
nection module, and medium access control
(MAC) interconnection module are embedded
at each network interface for different technolo-
gies. The core part of this platform is a policy
control module (PCM) at the SNs that maintains
the possible service level abilities of all the

n Figure 3. Structural information maintained at each node level.
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nodes belonging to it and the current network
transportation status. The network management
at each network interface makes appropriate
decisions according to the information from the
PCM and the policy rules. The PCM provides
appropriate information to the services and QoS
interconnection modules at the appropriate net-
work interface. At each network interface, the
MAC interconnection module allocates the net-
work resource depending on the decision derived
by the services and QoS interconnection mod-
ules.

HETEROGENEOUS QOS SUPPORT

The ability to provide seamless and adaptive
QoS in a heterogeneous environment is funda-
mental for the success of an NCC [5, 6]. The ser-
vices provided by our proposed critical
communication network are data services, such
as image file transfer and short message services
(SMS) and real-time and near-real-time services,
such as voice/video telephony, interactive multi-
media, and video streaming. The requirements
for both classes of services must be satisfied effi-
ciently. Currently, most end-user wireless net-
work equipment is embedded with 802.11
technologies. This kind of wireless device will be
the dominant choice of response forces. In the
following subsection we outline two major prob-
lems associated with the existing approaches and
seek novel solutions to them.

TCP FAIRNESS IN AD HOC NETWORKS
Although IEEE 802.11 is known mainly as the
MAC protocol used in Wi-Fi networks (infra-
structure networks with a point coordination
function [PCF] mode of operation), this stan-
dard is also designed to be implemented in ad
hoc networks (infrastructureless networks, with a
distributed coordination function [DCF] mode
of operation). However, in many recent studies
[7, 8], it has been shown that 802.11 does not
work well in ad hoc mode, especially in terms of
supporting TCP flows. It causes unstable
throughput, an unfairness problem in the TCP
layer, and overall inefficient bandwidth utiliza-
tion.

The cause of these problems resides in the
following. First, 802.11 does not coordinate
packet transmission when there is more than one
node that has packets to send. Second, the expo-
nential backoff algorithm gives the node that
most recently had a successful transmission a
higher priority over a node that had a failed
transmission, which eventually results in unfair-
ness in TCP flows. Third, when a node that is
blocked from transmission receives a request to
send (RTS), it cannot respond to the sender
until the channel is clear. This may result in the
sender of the RTS mistakenly thinking that the
destination node is unreachable, which could
lead the network layer to search for a new route,
hence causing more delay in transmission and a
waste of network resources.

We propose to address the TCP unfairness
issue at the MAC layer, which in turn affects the
network and scheduling layer performances. The
basic structure of the bi-channel MAC protocol
is composed of two separate channels, one for
control messages and another for data transmis-
sion [9]. Nodes always listen to both channels
and are able to send/receive control messages
even during data transmission or reception. In
addition to the two control messages, RTS and
clear to send (CTS), in 802.11, two more control
messages are added to the protocol: request for
access (RFA) and wait for clearance (WFC).
Because the transmission of control packets does
not interfere with data transmission, nodes can
send control packets freely. This provides each
node with more information about the status of
its surrounding nodes and therefore enables the
nodes to better coordinate with each other.

We assume the control packets are very small,
and therefore the probability of collision is very
low. Hence, simple carrier sense multiple access
(CSMA) is used in the control channels. The
purpose of the two new control messages, RFA
and WFC, is to inform the active nodes of data
transmission attempts from other blocked nodes.
Therefore, after the currently active nodes have
finished their data transmission, they back off
for a longer period of time so that the blocked
nodes have a chance to seize the media. The
nodes operate based on the following rules:
• When a node has a data packet to send and

the data channel is idle, it sends RTS.
• When a node has a data packet to send and

the data channel is busy, it sends RFA.
• When a node receives an RTS and the data

channel is idle, it sends CTS.
• When a node receives an RTS and the data

channel is busy, it sends WFC.
• When a node receives a CTS or WFC while it

is active, it keeps sending/receiving data and
sets its backoff timer value so that it is longer
than the contention window.
Note that the fourth rule eliminates the

occurrence of a sending node mistakenly think-
ing the destination node is unreachable. Because
the destination node responds to the sender
upon reception of an RTS regardless of the data
channel condition, the sender is well informed of
the reachability of the destination node. The
fifth rule is to reduce the unfairness problem in
802.11. When a blocked node has a packet to
transmit, it is not required to wait until the data

n Figure 4. Logical view of the network interconnection system.
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transmission is over and try to obtain the access
by chance. Instead, it can send an RFA to the
nodes that are currently sending or receiving
data, which will cause these nodes to back off
longer after their transmission is over to allow
the blocked node to gain access to the channel.

ENERGY-AWARE QOS SUPPORT FOR
DELAY-TOLERANT TRAFFIC

Besides the fair allocation of channel resources
and traffic load balancing, optimum use of limit-
ed energy resources for data forwarding is
important for the longevity of an NCC. Especial-
ly for delay-tolerant data forwarding, there may
be alternative optimal choices.

Conventionally, in multihop packet data net-
works a transmitting node selects one of its
neighbors based on certain criteria, such as prox-
imity to the destination and the remaining ener-
gy to forward a packet [10]. Such forwarding
approaches require that a list of all local neigh-
bors be maintained at each node. However, the
ad hoc nodes could be mobile, or the energy-
constrained sensor nodes could go into sleep
mode asynchronously to save power. Thus, due
to mobility and the energy conserving tendency
of nodes, maintaining updated local neighbor-
hood information at a node could be costly.

An alternative to transmitter-side relay selec-
tion is a forwarding scheme in which the trans-
mitting nodes do not decide which of their
neighbors would relay their data packets; rather,
all relay candidates contend among themselves
to relay the packets [11–13]. We refer to this
contention resolution process as receiver-side
relay election (RSRE). In RSRE, similar to
802.11 DCF (or 802.15.4 contention mode), an
RTS/CTS (or beacon/response) message
exchange is done between the transmitter and a
potential forwarder before data packet forward-
ing. However, unlike in 802.11, the RTS message
is broadcast to all local neighbors, and a for-
warder CTS response is suitably delayed to mini-
mize potential contention.

The effectiveness of the RSRE process is best
characterized first by the quality of the elected
relay with respect to a chosen optimality criteri-
on and second by the level of vulnerability of the
election process to collisions. However, priority-
dependent MAC contention probability and the
related delay in the successful relay election pro-
cess were not considered in previous research.
Accordingly, we investigate the MAC contention
in RSRE and the associated network QoS per-
formance trade-offs with respect to parameters
such as end-to-end delay, throughput, and ener-
gy efficiency. In the following we present the
concept of a basic election process using time
delay for contention resolution. For the sake of
theoretical insight, we consider a network of uni-
formly random distributed nodes with a relaxed
assumption of independent and asynchronous
sleeping behavior.

A node desiring to send data packets first
sends a broadcast RTS packet containing the
optimality criteria and location information of
itself and the final destination. After receiving
the RTS packet, every eligible relay candidate i
schedules a reply time χi = g(Ωi), where Ωi is

the quality measure of node i computed based
on a given criterion used by the forwarding
scheme. g(⋅) is a mapping function that imple-
ments the prioritization of the election process,
and its nature determines the quality of the
elected relaying neighbor with respect to the set
of optimality criteria and the vulnerability of the
election process to collision among two or more
best candidates. Next, every relay candidate i lis-
tens to the wireless medium between time 0 and
χi. If node i overhears a CTS transmission dur-
ing its waiting period, it assumes a better relay-
ing candidate was found, and thus does not
compete to relay. Otherwise, node i considers
itself the winner of the election process and
sends a CTS packet with its signature to the
transmitting node.

Upon correctly receiving a CTS, the transmit-
ter sends the data packet to the relay. In case of
any CTS message collision, all relay candidates
give up in that contention cycle, and, as in 802.11
DCF MAC contention resolution, we assume the
transmitter re-initiates the election process by
broadcasting another RTS packet after a time-
out.

SECURITY ISSUES UNDER CRITICAL SITUATIONS
In addition to guaranteeing seamless intercon-
nectivity and adaptive QoS support, security
must be considered in designing a network [14].
Although an NCC is used mainly under critical
situations, nevertheless a few threats exist that
are detrimental to network performance.
Because rescue workers may come from various
organizations with different levels of responsibil-
ity and expectations (e.g., civilian, military,
and/or international), access to appropriate
information distributed in the network must be
meticulously assigned, especially for a wireless
ad hoc network a hostile user easily can inter-
cept, login, and access. We propose a multilevel
protection scheme by incorporating standard
security solutions such as WiFi protected access
(WPA2), secure sockets layer (SSL), and Radius
to provide enhanced security solutions to our
proposed NCC, as follows:

•The proposed critical network offers authen-
tication, authorization, and access (AAA) con-
trol security through several fundamental
services such as key management, digital certifi-
cate, digital signature, and encryption. All net-
work devices must be authenticated by the CCU
before joining the network. The CCU sets up
the node profile, which includes member ID,
group ID, security level, and group access privi-
leges, of this new node, and then sends this
information to the new node and the associated
SN. The SN stores the node profile of all mem-
bers under its supervision in its database. All
nodes are categorized into several groups based
on security levels and tasks. The group access
privilege determines which task group a node
can access. The security level determines which
part of the information distributed in the task
group the node can access. The security level
and group access privilege-based communica-
tions are illustrated in Fig. 5.

•The proposed critical network offers detec-
tion of malicious nodes. It is difficult to detect a
malicious node because it can act like a normal
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node for a period of time to avoid being detect-
ed, but then starts to act maliciously at other
times. We propose a novel technique by combin-
ing a simple clustering mechanism and a voting
mechanism. A clustering mechanism is used to
facilitate security services (particularly for key
management and group signature), and the vot-
ing mechanism supports the decision making
process in the cluster. The group signature ser-
vice enables an FN to sign the packet on behalf
of the group with a group signature from which
only the receiver can determine to which group
the sender belongs. In case of a dispute, the
receiver can determine the actual sender with
help from the CH and SN.

Furthermore, we apply an adaptive trust-
based network management in this network that
can alleviate the problem of a single point of
failure and a point of target. A trust and reputa-
tion system is widely used as a countermeasure
against threats that attempt to deceive other
users by impersonating legitimate users, or drop-
ping, fabricating, and modifying packets. We
enhance the performance of the voting system
by gradually adjusting the average trust and rep-
utation value that indicates the forwarding per-
formance of each FN. The additive increment
and multiplicative decrement strategy can be
applied to sharply decrease the average trust and
reputation value if a node acts maliciously, and
to slowly increase the average trust and reputa-
tion value [15].
• The concept of group key management and

discrete logarithm-based key exchange is
expanded and incorporated into the network

to make the transmission of packets and dis-
tribution of keys more secure.
All keys used in the network are generated

from the key server, which is a part of the CCU.
When a cluster is formed and the CH is chosen,
the key server generates corresponding keys as
shown in Fig. 6, where C(·,·) is the cluster infor-
mation, S(·,·) is the security level information, X
and Y are the security level indices for each
node, and M and N are the cluster IDs for each
node.

We categorize the communications in an
NCC into four groups based on the encryption
keys, as illustrated in Fig. 6. The following are
two samples of communications between two
nodes that are either in the same group or dif-
ferent groups and have either the same security
level or different levels:
• Communications between two nodes that

belong to the same security level and are
located in the same cluster, such as S1_C1_N2
and S1_C1_N3:
–The intralevel intracluster key for cluster 1,
KC(l,1)

(Sl,1), is used to encrypt and decrypt the
packets exchanged on the path (S1_C1_N2 ↔
S1_C1_N3).

• Communications between two nodes that
belong to different security levels but are
located in the same cluster, such as S1_C1_N2
and S3_C1_N5:
–The interlevel intracluster key KC(l,1)

(Sl,3) is used
to encrypt and decrypt the packets exchanged
on the path (S1_C1_N2 ↔ S3_C1_N5)
between the two nodes.
Because the cluster size is limited to a small

n Figure 5. Security-level-based communications in NCC.
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Security level 2

High rate data comm.

Cluster 1 Cluster 2 Cluster 3

S2_C1_N4 S2_C2_N4

S3_C2_N5

S1_C1_N2_S1_C1_N3 S1_C2_N2_S1_C2_N3 S1_C3_N2_S1_C3_N3

S3_C1_N5_S3_C1_N6 S3_C3_N6 S3_C3_N7 S3_C3_N8

S2_C3_N4_S2_C3_N5

CCU servers

CCU

S1_C1_N1 S2_C2_N1

Security level 3

S2_C3_N1

Key server

Access point

Interlevel keyed comm.

Devices
Devices Devices

Intralevel keyed comm.

The concept of group
key management
and discrete 
logarithm-based key
exchange is 
expanded and 
incorporated into the
network to make the
transmission of 
packets and the 
distribution of keys
more secure.
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number, most of the decisions are made involv-
ing only a small number of nodes, with little
effect on overall network performance. Note
that we assume that all communications may be
encrypted with the end-to-end key, which is not
shown in Fig. 5.

To support rapid deployment, security mech-
anisms can be deployed as follows:
• Security-level-based communication is first

applied to 1RN.
• Group key management can then be enhanced

for 2RN.
• The voting mechanism and adaptive network

management (with the trust and reputation
concept) can be later added to 3RN.
Since 1RN corresponds to the first emergen-

cy task, the CCU can directly assign all the
required security elements such as keys or signa-
tures to all nodes. When 2RN is deployed, infor-
mation from 1RN can be adopted to reduce the
large overhead from initial establishment of
group key management, as well as the time delay
that might otherwise have caused 2RN to halt its
operation during key management setup. Simi-
larly, because groups were formed during the
deployment of 2RN, information about the
behavior of each node can be collected by desig-
nated nodes and the CCU to easily and quickly
apply the trust and reputation mechanism to
3RN.

Therefore, configuration overheads from
group establishment, key management, and vot-
ing mechanisms can be minimized, and rapid
deployability can remain intact.

The information within the network from dif-
ferent sources can be safeguarded via standard
solutions enhanced with our proposed multilevel
protection schemes.

SUMMARY

The proposed hybrid and heterogeneous net-
work model integrates different technologies and
network strategies. It can quickly adopt the cur-
rently available off-the-shelf wireless network
devices and integrate them quickly into a scal-
able, reliable, and secure network with minimum
human intervention for configuration and man-
agement under critical situations, such as natural
or human-induced disasters. The proposed net-
work provides seamless support to heteroge-
neous environments including wire line nodes,
ad hoc and sensor network nodes, and network
devices based on different standards. The securi-
ty of the network will be enforced by means of
multilevel protection of the network. This model
will serve as the framework for various rescue
missions in securing and distributing critical
resources.
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