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Abstract—This paper proposes a novel joint system-aware data pruning and optimal phasor measurement unit (PMU) placement framework for smart grid monitoring. Mathematical modeling of the spatial error propagation across the system due to distorted reconstruction of direct measurements at the phasor data concentrator is undertaken. The node-level data pruning is analyzed on a large-scale data from the PMUs on IEEE 6, 14, 30, and 57-bus system infrastructure, under conventional deployment statistics. The analysis is extended for system-level data traffic reduction, and a revised optimal PMU placement is proposed. It is observed that the joint optimal PMU placement and system-aware optimal data pruning is able to achieve up to 95% bandwidth saving per PMU data communication. With the revised optimal PMU placement, the overall system-level communication resource consumption is reduced by ≥32%, while ensuring a predefined monitoring error threshold across the grid.
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I. INTRODUCTION

The inclusion of renewables along with conventional sources has resulted in uncertainty in generation, transmission, and distribution process, leading to wideband disturbance propagation in modern grids [1]. This has motivated the power industry to include communication in the conventional smart grid monitoring setup [2]. Furthermore, rapid growth in power demands and the idea of decentralized generation requires stringent grid monitoring [3]. Phasor measurement units (PMUs) serve this purpose with highly accurate and time-stamped values of important system health variables [4], [5]. PMU placement strategies proposed in literature are solely based on attaining grid observability, while they ignore the smart communication aspect. High dimensionality of the PMU dataset makes the data processing difficult at the phasor data concentrators (PDCs) [6]. Lesser possibility of interaction between PMU datasets at the PDCs makes the grid monitoring inter-area disjoint. This has motivated the utilities to employ appropriate data pruning techniques. In such arrangements, quantification of reconstruction error is crucial in accurate state estimation and stability analysis of power system.

Moreover, defining grid stability based on electromechanical disturbances is insufficient in modern grids; rather understanding the electromagnetic spectra from such disturbances is crucial. The idea of wideband impedance has redefined the notion of disturbance, leading to a wideband study of steady-state or quasi-steady-state [7]. This aspect of wideband disturbance propagation makes real-time data communication from fast PMUs further pertinent. However, high sampling rate in such real-time systems generates huge data, which is difficult to communicate and analyze in real-time. Moreover, high cost of these devices call for an optimal placement policy, especially in systems with high node cardinality. While several node-level data pruning algorithms are proposed for PMU-to-PDC communication, they do not study the system-level impact. Low latency tolerance of these time-critical systems makes these errors detrimental in system health monitoring. Further, the impulsive noise from power lines introduces large errors in the transmission of such data through smart grid wireless channels [8]. Thus, an efficient PMU-to-PDC communication requires a jointly optimal PMU deployment and system-aware data pruning. Also, for effective real-time data pruning in dynamic systems, it is important to model the evolution of error through its pseudo-monitored parts, which motivates the need to revisit the PMU placement optimization.

A. Literature Review and Motivation

The work in literature is broadly put in to three sets. The first set [9], [10] proposed node-level data pruning for smart PMU-to-PDC communication. The work in [11], [12] focused on the non-real time compression strategies, while [13] addressed its real-time counterpart for smart grid monitoring. The approach in [14] used principal component analysis (PCA) for node-level data compression at the smart meter, with [15] adding a discrete-cosine transform-based second stage to the PCA phase. The work in [16], [17] employed machine learning techniques at PDC in approximating the data collected at the PMU, thereby reducing the bandwidth consumption. Though these approaches considered node-level data pruning in real, semi-real, or non-real time smart grid communication, they did not capture the system level impact of the reconstruction error. Thus, there is a need to fill this gap by considering system-aware PMU data pruning in smart grid networks. Further, event-driven PMU-to-PDC communication for bandwidth saving severely undermines the capabilities of PMU data for preemptive event forecasting and load modeling using critical system parameters monitored by the PMU. Also, it heavily impairs the real-time feature of the data and increases the odds of data-based attacks [18]. Consequently, the industry prefers a more real-time approach instead of event-driven PMU-to-PDC communication even in a hierarchical power system communication infrastructure [19], [20]. The second set [21], [22], [23] studied the optimal PMU placement for different power system topologies from observability viewpoint. The work in [24] used deterministic
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optimization tools, while [25], [26] used machine learning techniques to find the optimal solution. The work in [27], [28] revisited the optimal PMU placement problem under different kinds of fault scenarios. Further, [29] and [30] considered various contingencies and measurement redundancies in formulating the PMU placement optimization problem. A subset of these formulations extended the analyses to estimate parameters for the remaining nodes, called as pseudo-monitored nodes. The studies in [31], [32] used direct measurements noted by the PMUs in a conventional optimal deployment scenario for estimating the attribute values at the pseudo-monitored nodes. The work in [33] used the direct PMU data to estimate the transmission line parameters, while [34] used modes and mode shapes to estimate the system parameters. Though these works characterized grid observability using PMU data, they did not address the communication aspect. Thus, resource overloading in a full-fledged PMU-to-PDC communication enabled smart grid remains unexplored. To this end, the prospect of PMU data pruning and the effect of error introduced data reconstruction needs to be investigated, which also motivates to revisit the optimal PMU placement problem.

The final set [35], [36] deal with efficient pseudo-measurement bounds to achieve numerical observability. The approach in [37] proposed a weighted least square error minimization for guaranteeing efficient state estimation using PMU measurements. The study in [38] added a post processing step as a linear problem before using the values in power system state estimation. It highlights the possibility of measurement error in the PMUs. Though most of the works discussed the effects of erroneous measurements on impairing the estimated pseudo-measurements, PMU placement and measurement error propagation dependent system-level performance were not investigated. As noted in [39], accounting for PMU measurement limitations and associated optimum PMU deployment will be more critical in future heterogeneous smart grids.

To sum up, the existing works, while optimizing the power system aspects, do not address joint PMU placement and data pruning for network resource efficiency. We argue that, accounting for the communication aspects while optimizing the PMU deployment will enhance the resource efficiency without compromising on the system observability. An individual node-level PMU data pruning was studied in [40]. As an advance, this work considers joint optimal PMU data pruning and network-wide PMU deployment by accounting for the system-level impact, where the practical constraint of limited number of current monitoring channels in a PMU is also considered. The system state awareness is achieved by modeling spatial error propagation (SEP) and node sensitivity. As a consequence, the overall strategy maximizes communication resource efficiency in smart grid health monitoring.

B. Contributions and Significance

This paper proposes a novel jointly optimal PMU placement and system-aware data pruning framework for smart PMU-to-PDC communication. Optimum PMU placement problem is re-formulated from the smart grid communication perspective. The key contributions of this work are as follows:

1) A system-aware data pruning framework for PMU-to-PDC data communication is proposed and mathematical modeling of SEP in the pseudo-monitored node estimates is presented. For this purpose, most sensitive node and most sensitive parameter are defined.

2) An optimum PMU placement problem based on weighted grid incidence matrix, that also minimizes the data communication bandwidth consumption, is formulated based on system-aware data pruning.

3) SEP on current, voltage, active and reactive power estimates are studied in detail for an IEEE 6-bus system.

4) The performances of optimum PMU placement with node-level data pruning, and joint optimal PMU placement and system-aware data pruning are analyzed for various IEEE test systems as well as real power networks.

5) System observability and resource utilization performances of the proposed framework are quantified under different grid conditions (PMU failure and line outage).

Simulation results demonstrate that, PMU placement based on observability alone is insufficient in achieving optimum utilization of communication resources. The added redundancy by the virtue of joint optimal PMU placement and data pruning reduces the communication bandwidth consumption by $\geq 32\%$ while keeping the estimation error within a tolerable limit. Thus, the proposed strategy in this paper offers additional benefit of network resource saving in grid health data communication. Further, joint optimal placement adds robustness to grid adversities, such as PMU failure and line outage.

Section II defines the system model. Section III presents the joint optimal PMU placement and data pruning formulation. Section IV presents the analysis on IEEE 6-bus system, with results and conclusion in Sections V and VI, respectively.

II. SYSTEM MODEL

Fig. 1 shows the system model used in proposing the joint optimal PMU placement and system-aware data pruning in smart grid. Real-time health monitoring and state estimation using PMUs is considered. These PMUs generate data at a high rate and transmit to the PDCs over smart grid channels. PMU installed at node $i$ has $c_i$ current channels, with node order $o_i$, s.t. $c_i \leq o_i$. The ‘node order’ $o_i$ represents the number of nodes directly connected to the node $i$. The raw data generated by the PMUs is pruned to save the communication bandwidth. The PDCs work in sync with these PMUs to receive the pruned data and reconstruct the original data. We consider an $S$-bus system with PMUs directly monitoring $W$ buses, s.t. $W \leq S$. Note that since the PMUs are optimally placed, not all nodes have a dedicated PMU.

In this work, we consider only current and voltage phasor estimations using the measured parameters in the modeling, thus studying the spatial error propagation (SEP). We consider a scenario with smart data transmission, with all these PMUs communicating among themselves and also with the central PDC. The PDCs estimate the critical power system parameters ensuring complete grid characterization. Further, since smart data transmission reduces the data redundancy, it leads to distortion during reconstruction of the pruned data at the
PDC. Therefore, \( \hat{x}_{i,D_j} = x_{i,D_j} + \Delta x_{i,D_j} \), where \( \hat{x}_{i,D_j} \) is the reconstructed value against the true value of the \( i \)th data attribute at time \( t \) given by \( x_{i,D_j} \), and \( \Delta x_{i,D_j} \) is the error.

**Remark 1.** The proposed data pruning is implemented on a PMU mounted on the incomer bay of a 11 kV/440 V, 50 Hz substation, reporting data over a wireless channel using WiFi to a PDC within a radius of 1 km. Data pruning algorithm at the PMU run on a Broadcom BCM2837 64-bit quad core processor, while the PDC operates on an E3-1285 v6 CPU.

Note that, while this study considers a system-level optimization by accounting for the inter-PMU data dependence, proposing or studying communication among PMUs from multiple jurisdictions is not in its scope. To summarize, the research work presented in this manuscript suggests an improved way of utilizing the available communication network resources in a hierarchical communication setup, while simultaneously ensuring that the optimal PMU deployment along with the data pruning framework provides sufficient grid observability.

### III. Joint Optimal PMU Placement and System-Aware Data Pruning

Let the PMU installed at bus \( i \) has sufficient current channels. Then, the probability that \( L_{i,j} \) is monitored, given \( k_m \) out of remaining \( o_i - 1 \) incident lines are already monitored, is 

\[
Pr(\mathcal{Z}) = Pr[\{L_{i,j} = 1\} \mid \prod_{j \in \{1,\ldots, k_m\}} \{k_m \leq o_i, L_{i,j} = 1\}] = \frac{T}{f},
\]

where \( f \) is the total favorable outcomes and \( T \) denotes the total possible outcomes. Since we have only one favorable outcome \( (f = 1) \), which is \( L_{i,j} \), and the total possible outcomes equal to the total unmonitored lines, which is \( T = o_i - k_m \), we have 

\[
Pr(\mathcal{Z}) = \frac{1}{o_i - k_m}.
\]

Thus, the maximum number of pre-monitored lines can be \( k_m = c_i - 1 \), as at least 1 current channel has to be available for monitoring another line. Therefore, \( Pr(\mathcal{Z}) \) becomes \( \frac{1}{o_i} \), where \( c_i \) is the total number of channels, as stated in Section II. Setting \( c_i = 1 \), which is the practical case with most field PMUs, \( Pr(\mathcal{Z}) = \frac{1}{o_i} \), which could be very less for a node with high incidence. To address this, we formulate a weighted incidence problem, with different line weights based on their importance.

#### A. Formulation of Multi-attribute Data Pruning Problem

Let the total nodes of interest be numbered \( N = N_1, \ldots, N_S \), the direct measured nodes be numbered \( \mathcal{N}_D = D_1, \ldots, D_M \), and the pseudo-measured nodes as \( \mathcal{N}_{PM} = P_1, \ldots, P_M \), s.t. \( \|\mathcal{N}\| = S \), \( \|\mathcal{N}_D\| = W \), \( \|\mathcal{N}_{PM}\| = M \), and \( W + M = S \). Each of these PMUs take \( h \) measurements, with the \( i \)th measurement for \( j \)th element of these sets represented as \( x_{i,D_j}, x_{i,P_j} \), and \( x_{i,P_j} \) respectively. Further, let \( \mathcal{X}_{i,D} = \{x_{i,D_1}, x_{i,D_2}, \ldots, x_{i,D_M}\} \) be the \( i \)th sample of the \( h \) measured attributes monitored by the PMU at the direct monitored node \( D_j \in \mathcal{N}_D \). Consider estimating \( R \) time samples for the \( h \) attributes measured by the PMUs, s.t. \( i = 1, \ldots, R \) and \( S_n = \{\nu | \nu \in 1, \ldots, h\} \) is the attribute index set, where \( \nu \) is the attribute running index.

The prediction for the \( i \)th sample \( \hat{x}_{i,D_j} = [\hat{x}_{i,D_1}, \ldots, \hat{x}_{i,D_M}]^{T} \) is \( \hat{x}_{i,D_j} = \text{diag} \left( \omega_{\mathcal{X}_{i,D_j}} \right) + \hat{\Xi}_{i,D_j} \), where \( \text{diag}(M) \) forms a vector from the diagonal entries of matrix \( M \) with their position in the vector \( v \) given by their row or column index in the matrix \( M \), \( \hat{\Xi}_{i,D_j} = \hat{x}_{i,D_j} - \text{diag}(M) \) is the \( h \times 1 \) attribute bias vector, \( \omega_{\mathcal{X}_{i,D_j}} \) and \( \Phi_{\mathcal{X}_{i,D_j}} \) are the non-linear mapping matrix from input to feature space and the weight matrix for different attributes required for the estimate of \( i \)th attribute sample measured at the \( D_j \)th direct monitored node [40]. All the rows and columns in \( \omega_{\mathcal{X}_{i,D_j}} \) and \( \Phi_{\mathcal{X}_{i,D_j}} \) are zero padded with the number of zeros \( n_0 = d_{max} - d_p \), where \( d_p \) is the number of elements in the \( p \)th row or column of \( \omega_{\mathcal{X}_{i,D_j}} \) and \( \Phi_{\mathcal{X}_{i,D_j}} \) matrices respectively, and \( d_{max} = \max \{d_1, \ldots, d_h\} \). It is notable that \( d_p \) is the number of lag samples used to tune the SVR hyper-parameters for the estimation of the \( i \)th sample of \( \nu \)th attribute.

From the standard theory of SVR, we know that minimizing the weights, i.e., \( w_{\mathcal{X}_{i,D_j}} \), correspond to minimizing the magnitude of the normal vector to the surface that is being approximated, resulting in a solution with optimum fit on the given dataset [41]. Therefore, the optimum weights are obtained using the following optimization problem:

\[
(P_1) : \min \left[ \frac{1}{2} \| w_{\mathcal{X}_{i,D_j}} \|_2^2 + \Upsilon^\nu \sum_{i=1}^{R} (\theta_{i,D_j}^{\nu} + \theta_{i,D_j}^{\nu*}) \right]
\]

s.t. \( C_1: \quad \mathcal{X}_{i,D_j}^{\nu} - \mathcal{X}_{i,D_j}^{\nu*} \leq \epsilon_{\nu,D_j} + \theta_{i,D_j}^{\nu*}, \quad \theta_{i,D_j}^{\nu*} \geq 0 \)

\( C_2: \quad \hat{\mathcal{X}}_{i,D_j}^{\nu} - \mathcal{X}_{i,D_j}^{\nu*} \leq \epsilon_{\nu,D_j} + \theta_{i,D_j}^{\nu*}, \quad \theta_{i,D_j}^{\nu*} \geq 0 \)

where \( \epsilon_{\nu,D_j} \) is the error tolerance for the \( \nu \)th attribute, and \( \theta_{i,D_j}^{\nu*} \) are the slack variables that are introduced to ensure feasibility of \( C_1 \) and \( C_2 \), respectively. Therefore, the slack variables must be strictly non-negative [42]. Also, \( \Upsilon^\nu \) is the trade-off factor in the curvature of \( \omega_{\mathcal{X}_{i,D_j}} \) to \( \theta_{i,D_j}^{\nu*} \) for the \( \nu \)th attribute in \( \mathcal{X}_{i,D_j}^{\nu*} \). Since the optimization problem in (1) is convex, we use the standard optimization approach of obtaining its dual. Thus, the dual of (1) is given as

\[
(P_2) : \min \left[ \frac{1}{2} \sum_{i,j=1}^{R} (\pi_{i,D_j}^{\nu} - \pi_{i,D_j}^{\nu*})(\pi_{i,D_j}^{\nu*} - \pi_{i,D_j}^{\nu*})(\phi^\nu(\mathcal{X}_{i,D_j}^{\nu*}), \phi^\nu(\mathcal{X}_{j,D_j}^{\nu*})) \right]
\]

\[ + \epsilon \sum_{i=1}^{R} (\pi_{i,D_j}^{\nu} + \pi_{i,D_j}^{\nu*}) \]

\[ + \sum_{i=1}^{R} \mathcal{X}_{i,D_j}^{\nu*}(\pi_{i,D_j}^{\nu*} - \pi_{i,D_j}^{\nu*}), \quad \text{s.t.} \]

\[ C_3: \quad \sum_{i=1}^{R} (\pi_{i,D_j}^{\nu} - \pi_{i,D_j}^{\nu*}) = 0; \quad \pi_{i,D_j}^{\nu}, \pi_{i,D_j}^{\nu*} \in [0, \Upsilon^\nu] \]

where \( i, j = 1, \ldots, R \) and \( \pi_{i,D_j}^{\nu}, \pi_{i,D_j}^{\nu*} \) are the Lagrange multipliers. Replacing \( \langle \phi^\nu(\mathcal{X}_{i,D_j}^{\nu*}), \phi^\nu(\mathcal{X}_{j,D_j}^{\nu*}) \rangle \) with a radial basis kernel, we
get

$$\mathcal{R}_i^{D_j} = \frac{R}{\pi_i^{D_j} - \pi_i^{D_j}} \exp(-\beta \|\mathcal{R}_i^{D_j} - \mathcal{R}_j^{D_j}\|)^2 + b_i^{D_j}.$$ 

The multi-attribute data pruning approach proposed here precludes the requirement of communicating all of the PMU data to the local PDC; instead, using multivariate SVR technique, a very small fraction is transmitted and the redundant data is dropped. Once the SVR model is constructed at the PDC-end, the PDC is capable of estimating the actual grid data within a predefined tolerable error bound. With this data pruning approach, the PMU-to-PDC data communication occurs infrequently, for the purpose of SVR model retraining at the PDC. This proactive availability of grid health data at the PDC by the virtue of SVR-based data estimation enables predictive event diagnosis, load modeling and forecasting, improved state estimation, etc., which is otherwise not possible in an attribute estimation, and 1

Therefore, the error tolerance of the $\nu$th attribute given by $\epsilon_{\nu, D_j}$ is defined as $\epsilon_{\nu, D_j} = e\{\nu + (j-1)\nu\}$. A system-aware multi-attribute real-time data pruning optimization problem based on (1) can thus be formulated as

$$(P_3): \min_{\nu, D_j} \frac{1}{2} \|w_{\nu, D_j}^{D_j}\|^2 + \chi_{\nu, D_j} \sum_{i=1}^{R} (\theta_{\nu, D_j}^{D_j} + \theta_{\nu, D_j}^{D_j})$$

s.t. $C_4: \mathcal{R}_i^{D_j} - \mathcal{R}_j^{D_j} \leq e\{\nu + (j-1)\nu\} + \theta_{\nu, D_j}^{D_j}$

and, $\theta_{\nu, D_j}^{D_j}, \theta_{\nu, D_j}^{D_j} \geq 0$.

(4) is solved as in Section III-A, resulting in a system-aware data pruning due to the system-aware bounds in $C_4$ and $C_5$.

Dissecting Lemma 1, error contribution due to the distorted reconstruction of the $i$th direct measurement in the estimation of $\nu$th pseudo-measurement at node $P_j$ is $\mathcal{R}_i^{D_j} - \mathcal{R}_j^{D_j}$. This measure helps in defining the sensitivity of a node based on its ability to impair a pseudo-measurement, thus affecting the PMU placement strategy. We define the most sensitive parameter in the $i$th attribute estimation at node $P_j$, as the one with maximum aggregate gain through all measured nodes, thus contributing the maximum error fraction in $x_\nu, P_j$.

**Definition 1.** For all direct measured nodes from set $\mathcal{N}_b$, the node with maximum sensitivity corresponding to the $\nu$th measurement at $P_j$ is given by $D_i = \{D_i| i \rightarrow \max_{i \in \mathcal{N}_b} \mathcal{R}_i^{D_j} \mathcal{R}_j^{D_j}(x_{D_i})\}$, and the most sensitive parameter is given by $x_k = \{x_k| k \rightarrow \max_{k \in \{1, \ldots, h\}} \sum_{i=1}^{R} \frac{\partial f_{P_j, D_i, \nu}(x_{D_i})}{\partial x_{k, D_i}}\}$.

Using Def. 1, $b_i$ is written as

$$b_i = \begin{cases} \sum_{D_j} \sum_{\nu} \|\mathcal{R}_i^{D_j} \mathcal{R}_j^{D_j}(x_{D_i})\| \sum_{D_j} \sum_{\nu} \|\mathcal{R}_i^{D_j} \mathcal{R}_j^{D_j}(x_{D_i})\|, & i \in \mathcal{N}_d \\
\sum_{D_j} \sum_{\nu} \|\mathcal{R}_i^{D_j} \mathcal{R}_j^{D_j}(x_{D_i})\| \sum_{D_j} \sum_{\nu} \|\mathcal{R}_i^{D_j} \mathcal{R}_j^{D_j}(x_{D_i})\|, & i \in \mathcal{N}_{pm} \end{cases}$$

C. Formulation of Optimal PMU Placement Problem

This subsection proposes the joint optimal PMU placement strategy in a resource utilization efficient smart grid communication scenario. The objective of this formulation is to optimally place the PMUs to make the system topologically observable. The optimization problem is formulated as

$$(P_4): \min_{U} \{U^T C_P U + C(G(U)^T V G(U))\}$$

$$C_P: \max_{U} U^T F(U) U$$

s.t. $C_6$: $0 \leq u_i \leq 1, \forall u_i \in U$

and, $C_7$: $U \in U^*$. Where $U$ is the PMU placement vector, $C_P$ is the diagonal PMU cost matrix, with the ith diagonal element denoting the cost of the PMU installed at node $i$, $G(U)$ is the diagonal polynomial observability constraint matrix, $V$ is the diagonal observability weight matrix, and $A_{w}$ is the weighted grid incidence matrix. $\mathcal{P}_4$ optimizes the total communication bandwidth saving for the grid, thus taking care of smart PMU communication, with $F(U)$ denoting the average communication bandwidth saving for the PMU installed at the $i$th bus $i = 1, \ldots, S$. $\mathcal{P}_6$ maximizes the total measurement redundancy for the grid on the PMU placement set $U^*$ found
by optimizing \((P_4)\) and \((P_5)\). Further, \((P_2)-(P_6)\) are convex due to their quadratic form. Thus an optimum is guaranteed.

**Remark 2.** In the optimization formulation in (6), the objective functions \((P_4)\) and \((P_5)\) are constrained by \(C_6\), while \((P_6)\) is constrained by \(C_7\). Furthermore, since all these objective problems \((P_4)-(P_6)\) and constraints \(C_6\) and \(C_7\) have the common decision variable \(U\), all these objective functions must be optimized together to achieve fairness, i.e., to avoid trading one optimization solution for optimizing another.

For the \(i\)th node, each incidence line shares an importance of \(\frac{k}{\sigma_i}R(L_{i,j})\forall j \in \mathcal{J}_i\). \(R(L_{i,j}) = 1\) is a binary indicator variable which takes 1 iff node \(i\) is connected to \(j\), \(\mathcal{I}_{S \times 1}\) is an \(S\) dimensional vector of ones and \(\mathcal{J}_i\) is the incidence node set for the \(i\)th node. Therefore, the \((m,n)\)th entry of \(A_w\) is given by \(A_w(m,n) = \frac{k}{\sigma_i}R(L_{m,n}) = 1\). A joint optimization problem from (6) is formulated as given below.

\[
\begin{align*}
(P_7): \quad & \text{Min}_U \left\{ w_1(U^T C_P U + G(U)^T V G(U)) \right\}, \quad \text{s.t.} \quad C_6 \\
(P_6): \quad & \text{Max}_U \left\{ I_{n \times 1} A_w U \right\}, \quad \text{s.t.} \quad C_7
\end{align*}
\]

where \(w_1\) and \(w_2\) are binary indicator variables. For \(w_2 = 0\), the optimization in \((P_7)\) reduces to conventional PMU placement without data pruning, whereas \(w_2 = 1\) corresponds to the proposed joint optimal PMU placement and system-aware data pruning. Since \(u_i \in U\) is continuous, we set high node observability weights to push \(u_i\) to the extreme limits. The observability polynomial for node \(i\) is given by \(g(U)_i = (\sigma_i - u_i - \sum_{j \in \mathcal{J}_i} u_j)\), where \(\sigma_i\) is the redundancy order for bus \(i\). It is noted that \(g(U)_i\) is zero, when \(\sigma_i\) number of incident nodes to node \(i\), inclusive of the \(i\)th node itself, have PMUs installed on them. Thus, with \(\sigma_i = 1\), the observability polynomial for the \(i\)th node is zero if at least one incident node to node \(i\), including the \(i\)th node, has a PMU monitoring it. Therefore, using this metric in (7), we get

\[
\begin{align*}
(P_8): \quad & \text{Min}_{u_i \forall i \in \{1, \cdots, n\}} \sum_{i=1}^{n} \left\{ w_1 \left( cu_i^2 + u_i (\sigma_i - u_i) - \sum_{j \in \mathcal{J}_i} u_j^2 \right) - w_2 f_i(U) u_i^2 \right\}, \quad \text{s.t.} \quad C_6 \text{ and } (P_6).
\end{align*}
\]

where the summations over \(i\) result from opening the quadratic formulations \(U^T C_P U\), \(G(U)^T V G(U)\), and \(U^T F(U) U\).

**Remark 3.** It is notable that optimizing \((P_6)\) subject to \(C_7\) is a contention resolution proposition for choosing between multiple optimal solutions from \((P_7)\). The final solution to the optimization set \((P_1)-(P_3)\) must satisfy \((P_6)\), i.e., must maximize \(\mathcal{I}_{n \times 1} A_w U\). Since \((P_6)\) limits the solution set for the objective function \((P_8)\), \((P_6)\) is imposed as a constraint in (8). Therefore, using \((P_6)\) as a constraint on the solutions obtained from optimizing \((P_4)\) and \((P_5)\) jointly optimizes the problem set \((P_4)+(P_5)\).

**IV. IEEE 6-BUS POWER SYSTEM TEST CASE**

In this section, an IEEE 6-bus system is considered for the SEP analysis. For the purpose of observing the complete grid, we use the conventional optimal PMU placement scheme. The analysis presented here is extended to propose the joint optimal PMU placement and data pruning strategy. Let the direct measurements at buses 4 and 5 be \(E_4, \delta_4, I_{41}, \phi_{41}\) and \(E_5, \delta_5, I_{56}, \phi_{56}\), respectively. These measurements act as bases in the estimation of measurements at the remaining buses.

**Theorem 1.** The error propagated in voltage magnitude across all the pseudo-monitored nodes is given as

\[
\Delta E = J_1 \Delta E_P + J_2 \Delta \delta_P + J_3 \Delta I_P + J_4 \Delta \phi_P
\]

where \(\Delta E_P, \Delta \delta_P, \Delta I_P, \text{ and } \Delta \phi_P\) are the reconstruction errors in voltage magnitude, voltage phase, current magnitude, and current phase bases respectively. \(J_k, k \in \{1, \cdots, 4\}\) are the respective voltage error gain matrices.

Proof. See Appendix B.

**Theorem 2.** The error propagated in current magnitude through all pseudo-monitored lines in the grid is given as

\[
\Delta I = H_1 \Delta E_P + H_2 \Delta \delta_P + H_3 \Delta I_P + H_4 \Delta \phi_P
\]

where all notations are as defined in Theorem 1, and \(H_k, k \in \{1, \cdots, 4\}\) are current error gain matrices.

Proof. See Appendix C.

We continue the error propagation analysis in the power estimates in an IEEE 6-bus system. The directly measured complex powers are \(S_{65}\) and \(S_{41}\) with the active and reactive part given as \((P_{65}, Q_{65})\) and \((P_{41}, Q_{41})\). The error propagated to active power pseudo-measurements is given by Theorem 3.

**Theorem 3.** The error observed in pseudo-monitored active power flowing in the grid is given by

\[
\Delta P = R_1 \Delta E_P + R_2 \Delta \delta_P + R_3 \Delta I_P + R_4 \Delta \phi_P
\]

where \(R_k, k \in \{1, \cdots, 4\}\) are power error gain matrices.

Proof. See Appendix D.

The error in reactive power pseudo-measurements is defined by Theorem 4.

**Theorem 4.** The error observed in pseudo-monitored reactive power flow in the grid is given by

\[
\Delta Q = T_1 \Delta E_P + T_2 \Delta \delta_P + T_3 \Delta I_P + T_4 \Delta \phi_P
\]

where \(T_k, k \in \{1, \cdots, 4\}\) are power error gain matrices.

Proof. See Appendix E.
Remark 4. It is notable that our attribute tolerance thresholds are upper bounded by the allowable per-unit magnitude deviations as per the ‘Indian Electricity Grid Code (IEGC)’.

V. RESULTS AND DISCUSSIONS

This section contrasts the performance of the proposed joint optimal PMU placement and system-aware data pruning approach with the most competitive state-of-the-art approaches. The key performance indices used to quantify the performance are defined in Section V-A. For actual deployment solutions, we have considered practical line PMUs (from Vizimax: https://www.vizimax.com/) with 1 input current channel. These numerical results are shown in Tables II-VII.

A. Key Performance Indices

For the performance analysis of the proposed system-aware data pruning framework, following indices are defined:

1) Normalized root mean square error (nRMSE): For \( \nu \)th attribute, \( nRMSE = \frac{\sum_{i=1}^{N} |\nu|}{\sqrt{N}} \), with \( \varepsilon_{\nu} = x_{\nu,D_j} - \tilde{x}_{\nu,D_j} \).

2) Communication bandwidth saving: It is defined as the percentage of actual data that were not transmitted within a system specific error tolerance \( \varepsilon \) constrained by the SVR tube.

3) Attribute error gain: Attribute error gain \( G_{i,j} \) in the \( i \)th attribute, is the change in the estimation error for the \( i \)th attribute at a pseudo-monitored node as one of the system attributes \( x_j \) varies. Mathematically, \( G_{i,j} = \lim_{\varphi x_j \to 0} \frac{\partial (\Delta x_i)}{\partial x_j} \) \( \forall \{i, j\} \in \{1, \cdots, h\} \), where \( \varphi \) represents change in \( y \).

4) Observability loss: Observability loss under a grid adversity is defined as the ratio of total nodes estimated within the predefined threshold, using the reconstructed PMU data at the data collector, to the total number of grid nodes.

B. SEP Analysis on IEEE 6-Bus System

Figs. 3(a)-3(d) show the impact of system state on the attribute error gain \( G_{i,j} \) with \( \delta_5 \). From Figs. 3(a)-3(c), it can be observed that with system agnostic error settings, the error gains in voltage, current, and power magnitudes across pseudo-monitored nodes exceed the threshold as the value of \( \delta_5 \) state varies. Further, it can be inferred that the impact varies with change in system states. It can also be noted that the entire system space is not equally vulnerable. Similar conclusions can be drawn for error gain variation with change in other state values, such as, voltage, current, frequency, ROCOF etc. This gives a valuable insight into the need for a system-aware data pruning, thereby assuring tolerance within range, so as to not have misleading attribute estimations. Fig. 3(d) shows the variation of voltage error gain with system-aware optimum error tolerance settings against the possible range of \( \delta_5 \). The plots show that, with system-aware tolerance setting, the SEP always stays below the threshold – marked by the right-arrowed line. For brevity, we have excluded system-aware SEP plots for other attributes. However, using Theorem 1-4, similar analysis can be extended for other attributes. Thus, (4), guarantees an upper bound on SEP for all attributes.

C. Conventional Optimal PMU Placement and Data Pruning

The algorithm in [40] was implemented on the setup described in Remark 1 with optimal hyper-parameters’ settings in Table 1, and the predictions for all attributes were done for the direct monitored node. It is observed from Fig. 4 that the actual samples closely match the estimated values. Table II shows the impact of node-level data pruning on the conventional PMU placement strategy. It is observed that each PMU is able to reach the maximum prunability, thus achieving maximum communication bandwidth saving. However, the average node estimation error crosses the defined threshold because of the system-agnostic setup. Also, it is notable from observability loss in Table II that, the aggregate grid observability drops under single PMU loss (SPL) and single line loss (SLL). Furthermore, due to the system agnostic data pruning, the bandwidth (BW) consumption under node-level data pruning during SPL/SLL stays unaltered. However, as a consequence of node-level data pruning, the reconstruction error increases.

Table III presents the analysis of system-aware data pruning formulation with conventional PMU placement. It can be noted that the prunability per PMU is highest for the IEEE 6-bus system. Also, the maximum prunability decreases as the system size grows, increasing the average bandwidth consumption. Therefore, it is concluded that the grid size and node connectivity play a crucial role in optimal PMU placement and optimum data pruning. When a system-aware data pruning is employed in conventional PMU placement setup, a similar
optimal PMU locations

<table>
<thead>
<tr>
<th>Bus syst.</th>
<th>Optimal PMU locations</th>
<th>Opt. prun-ability %</th>
<th>BW consumption</th>
<th>Average node estimation error</th>
<th>Exec. time (s)</th>
<th>Obs. loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Normal SPL SLL</td>
<td>Normal SPL SLL</td>
<td>SPL SLL</td>
<td>SPL SLL</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4, 5</td>
<td>95.5 0.138 0.069</td>
<td>1.38 0.138 7.9 × 10⁻²</td>
<td>0.241 0.173</td>
<td>6.14 0.667 0.5</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2, 6, 7, 9</td>
<td>95.5 0.288 0.216</td>
<td>0.288 9.8 × 10⁻²</td>
<td>0.1 0.1</td>
<td>15.57 0.386 0.371</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1, 7, 8, 10, 11, 12, 18, 23, 26, 30</td>
<td>95.5 0.727 0.654</td>
<td>0.727 3.7 × 10⁻²</td>
<td>0.052 0.023</td>
<td>38.62 0.267 0.233</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>2, 6, 10, 12, 19, 22, 25, 27, 32, 36, 41, 45, 46, 49, 52, 55, 57</td>
<td>95.5 1.389 1.307</td>
<td>1.389 5.6 × 10⁻²</td>
<td>0.086 0.077</td>
<td>71.47 0.451 0.417</td>
<td></td>
</tr>
</tbody>
</table>

TABLE III: Performance with conventional PMU placement and system-aware optimum data pruning for different IEEE systems

<table>
<thead>
<tr>
<th>Bus syst.</th>
<th>Optimal PMU locations</th>
<th>Opt. prun-ability %</th>
<th>BW consumption</th>
<th>Average node estimation error</th>
<th>Exec. time (s)</th>
<th>Obs. loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Normal SPL SLL</td>
<td>Normal SPL SLL</td>
<td>SPL SLL</td>
<td>SPL SLL</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4, 5</td>
<td>91.4 0.236 0.472</td>
<td>0.354 3.8 × 10⁻³</td>
<td>4.6 × 10⁻⁴ 3.9 × 10⁻⁴</td>
<td>6.16 0.652 0.48</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2, 6, 7, 9</td>
<td>90.3 0.388 1.046</td>
<td>1.005 4.3 × 10⁻³</td>
<td>6 × 10⁻⁴ 4.7 × 10⁻⁴</td>
<td>15.53 0.373 0.359</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1, 7, 8, 10, 11, 12, 18, 23, 26, 30</td>
<td>89.1 1.112 4.773</td>
<td>4.165 5.1 × 10⁻⁴</td>
<td>5.7 × 10⁻⁴ 5.6 × 10⁻⁴</td>
<td>38.71 0.224 0.217</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>2, 6, 10, 12, 19, 22, 25, 27, 32, 36, 41, 45, 46, 49, 52, 55, 57</td>
<td>82.7 3.410 7.714</td>
<td>6.586 6.4 × 10⁻⁴</td>
<td>9.8 × 10⁻⁴ 7.3 × 10⁻⁴</td>
<td>71.39 0.419 0.401</td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV: Performance with joint optimal PMU placement and optimum data pruning for different IEEE systems

<table>
<thead>
<tr>
<th>Bus syst.</th>
<th>Optimal PMU locations</th>
<th>Opt. prun-ability %</th>
<th>BW consumption</th>
<th>Average node estimation error</th>
<th>Exec. time (s)</th>
<th>Obs. loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Normal SPL SLL</td>
<td>Normal SPL SLL</td>
<td>SPL SLL</td>
<td>SPL SLL</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3, 4, 6</td>
<td>95.5 0.185 0.185</td>
<td>0.185 1.2 × 10⁻³</td>
<td>1.2 × 10⁻³ 1.2 × 10⁻⁴</td>
<td>7.07 0.0001 0.0005</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2, 4, 7, 9, 13</td>
<td>95.5 0.295 0.295</td>
<td>0.295 1.4 × 10⁻⁴</td>
<td>1.4 × 10⁻⁴ 1.4 × 10⁻⁴</td>
<td>18.41 0.0001 0.0002</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1, 2, 5, 6, 9, 10, 12, 17, 19, 22, 24, 25, 27, 29</td>
<td>95.5 0.787 0.787</td>
<td>0.787 1.5 × 10⁻⁵</td>
<td>1.5 × 10⁻⁵ 1.5 × 10⁻⁵</td>
<td>47.19 0.0001 0.0001</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>1, 2, 4, 6, 9, 12, 15, 19, 20, 22, 24, 26, 29, 30, 31, 32, 35, 36, 41, 45, 46, 50, 51, 53, 56, 57</td>
<td>95.5 1.583 1.583</td>
<td>1.583 1.4 × 10⁻⁵</td>
<td>1.4 × 10⁻⁵ 1.4 × 10⁻⁵</td>
<td>84.76 0.0001 0.0003</td>
<td></td>
</tr>
</tbody>
</table>

Observability loss is noted from Table III, with a corresponding increase in bandwidth consumption. This results from the requirement of higher redundancy in the data monitored by the PMUs, to compensate for a PMU loss, or higher overall data cardinality compensating the line loss. Thus, managing the optimum possible observability in the remaining resources. Therefore, we conclude that increasing the data redundancy helps in node estimation within the desired error threshold.

D. Joint Optimal PMU Placement and Data Pruning Analysis

From the joint optimal PMU placement and data pruning strategy (w₂ = 1) in Table IV, it can be observed that the number of PMUs as well as their locations are different from the ones obtained using the conventional approach (w₂ = 0). With w₂ = 1, the maximum prunability per PMU reaches up to 95.5%, thereby significantly decreasing the total bandwidth consumption without compromising on the error tolerance. In contrast, referring to Table III, the optimal PMU placement from the conventional strategy results in an inefficient PMU data compressibility for the same order of error tolerance.

Thus, it is concluded that in a data communication-aware system monitoring, just observability-based PMU placement is insufficient. Though joint optimal PMU placement adds some redundancy on the optimum number of PMUs required for efficient grid monitoring, the bandwidth consumption is significantly reduced. Compared to the node-level data pruning under normal grid conditions, which does not exploit inter-PMU data correlation, the additional average communication bandwidth saving is ≈34%, while limiting the data reconstruction error within the same tolerable limit 10⁻³. Similarly, under normal system operating conditions, when compared to the system-aware data pruning in conventional placement framework, the additional average communication bandwidth saving is ≈32% for the same tolerable data estimation error. Furthermore, one significant observation results from the impact on system observability under SPL and SLL. Since the proposed optimal PMU placement provides inherent redundancy, the observability loss is ≈0, with no significant rise in bandwidth consumption. It is notable that under any setting of w₁ and w₂, all the PMUs have different prunability based on the node sensitivity in Def. 1.
TABLE VI: Performance of conventional PMU placement and system-aware data pruning in real power networks; \(N_{\text{PMU}}\): Number of PMUs

<table>
<thead>
<tr>
<th>System (N_{\text{PMU}})</th>
<th>Optimal PMU locations</th>
<th>BW cons.</th>
<th>Average node estimation error (\times 10^{-4})</th>
<th>Obs. loss</th>
<th>Execution time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A{13}</td>
<td>2.6 2.9 3.4 7.2 9.3 10.3 12.4 14.5 18.3</td>
<td>3.4 3.5 4.4 5.6 7.2 8.7 10.1 12.4 15.5</td>
<td>0.52 0.57 0.52 0.41 0.4 0.33 0.27 0.17 0.13</td>
<td>0 0 0 0 0 0 0 0 0</td>
<td>31.8 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003</td>
</tr>
<tr>
<td>A{24}</td>
<td>2.6 3.4 7.2 9.3 10.3 12.4 14.5 16.7 18.3</td>
<td>3.4 3.5 4.4 5.6 7.2 8.7 10.1 12.4 15.5</td>
<td>0.52 0.57 0.52 0.41 0.4 0.33 0.27 0.17 0.13</td>
<td>0 0 0 0 0 0 0 0 0</td>
<td>31.8 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003</td>
</tr>
<tr>
<td>C{71}</td>
<td>34.8 34.8 34.8 34.8 34.8 34.8 34.8 34.8 34.8</td>
<td>34.8 34.8 34.8 34.8 34.8 34.8 34.8 34.8 34.8</td>
<td>0.52 0.57 0.52 0.41 0.4 0.33 0.27 0.17 0.13</td>
<td>0 0 0 0 0 0 0 0 0</td>
<td>31.8 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003</td>
</tr>
</tbody>
</table>

\[D\{556\}\]

<table>
<thead>
<tr>
<th>Test syst.</th>
<th>Conventional optimal PMU placement and system-aware data pruning</th>
<th>Joint optimal PMU placement and data pruning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test syst.</td>
<td>BW consumption</td>
<td>Average node estimation error (\times 10^{-4})</td>
</tr>
<tr>
<td>SPL</td>
<td>SLL</td>
<td>SPL</td>
</tr>
<tr>
<td>A</td>
<td>3.58</td>
<td>3.29</td>
</tr>
<tr>
<td>B</td>
<td>6.46</td>
<td>6.13</td>
</tr>
<tr>
<td>C</td>
<td>16.21</td>
<td>15.78</td>
</tr>
<tr>
<td>D</td>
<td>67.17</td>
<td>65.31</td>
</tr>
<tr>
<td>E</td>
<td>5.87</td>
<td>5.11</td>
</tr>
</tbody>
</table>

E. Joint Optimal PMU Placement in Actual Power Networks

Tables V and VI present the utilization of the proposed joint optimal PMU placement and data pruning in actual power networks, namely: A: new England 39-bus system; B: southern India 72-bus system; C: Iranian 242-bus system; D: Polish 2383-bus system, and E: practical grid of China. From Table V we observe that, with system-aware optimal data pruning in conventional optimal PMU placement framework, average node estimation error as well as aggregate bandwidth consumption are more than the values obtained in the proposed joint optimal PMU placement and data pruning. It is observed from Table VI that the optimal PMU placement vector results in a highly accurate grid estimation with a significantly higher bandwidth saving for a highly accurate grid estimation.
Further, from Table VII we note that the observability in the proposed strategy is 100%, while there is negligible change in bandwidth consumption and average node estimation error during grid disturbances caused by PMU or line loss. This can be attributed to the redundancy in the proposed PMU placement framework. Therefore, we conclude that the proposed PMU placement strategy leads to significant communication bandwidth saving while providing a reinforced immunity to power system faults or communication specific adversities.

VI. CONCLUDING REMARKS

In this paper a novel jointly optimal PMU placement and system-aware data pruning strategy has been proposed for communication resource efficient smart grid monitoring. The proposed joint optimization aimed at reducing the data volume to be transmitted from the smart PMUs to PDC without compromising on the error threshold at all spatial nodes in the smart grid system. SEP has been mathematically modeled, to define the optimal setting for per-attribute tolerance thresholds. The results have demonstrated that the jointly optimal placement formulation renders a significantly different optimal PMU deployment solution with an overall higher data compressibility, thereby saving communication resources, while maintaining the grid monitoring quality.

APPENDIX

A. Proof of Lemma 1

Consider, a PMU installed at node \( i \) measures \( h \) parameters, s.t. \( \mathcal{X}_j = \{x_{1,j}, x_{2,j}, \ldots, x_{h,j}\} \), and there are \( W \) optimally placed PMUs, s.t. \( j = 1, \ldots, W \). Let \( f_{j,i}(\mathcal{X}_j) \) be the map function to get the \( j \)th pseudo-measurement for \( i \)th pseudo-monitored node, s.t. \( \nu = 1, \ldots, h \), and \( i = 1, \ldots, M \). Then, the \( \nu \)th pseudo-measurement at node \( i \) is \( x_{\nu,i} = \sum_{j=1}^{W} f_{j,i,\nu}(\mathcal{X}_j) \). Since the data at the PDC have estimation error, we have \( \tilde{x}_{\nu,j} = x_{\nu,j} + \Delta x_{\nu,j} \). For the complete parameter set \( \mathcal{X}_j = \mathcal{X}_j + e_j \), where the estimation error vector \( e_j = [\Delta x_{1,j}, \Delta x_{2,j}]^T \). Using Taylor’s expansion,

\[
\Delta x_{\nu,i} = \sum_{j=1}^{W} \mathbf{D}^T f_{j,i,\nu}(\mathcal{X}_j) e_j \quad (A1)
\]

where \( \mathbf{D} = [\frac{\partial}{\partial x_{1,j}}, \ldots, \frac{\partial}{\partial x_{h,j}}]^T \). Extending (A1) for all nodes, SEP in \( x_{\nu,j} \) across \( M \) pseudo-monitored nodes is

\[
\theta_{\nu} = A_{\nu} e_1 + A_{\nu} e_2 + \cdots + A_{\nu} e_W \quad (A2)
\]

where \( \theta_{\nu} \) is the \( \nu \)th pseudo-measurement across \( M \) pseudo-monitored nodes, s.t. \( \theta_{\nu} = [\Delta x_{\nu,1}, \Delta x_{\nu,2}, \ldots, \Delta x_{\nu,M}]^T \), and \( A_{\nu} = [A_{\nu,1}, A_{\nu,2}, \ldots, A_{\nu,M}]^T \) is the SEP matrix for PMU installed at \( j \)th node. (A2) can be concisely represented through equality (b), where \( A_{\nu} = [A_{\nu,1}, A_{\nu,2}, \ldots, A_{\nu,W}]^T \), and \( e = [e_1, e_2, \ldots, e_W]^T \).

B. Proof of Theorem 1

Using Kirchhoff’s voltage law (KVL) on the 6-bus system,

\[
\begin{align*}
E_0 \angle \delta_0 &= E_5 \angle \delta_5 + j X_{65} I_{65} \angle \varphi_{65} \\
E_1 \angle \delta_1 &= E_4 \angle \delta_4 - j X_{41} I_{41} \angle \varphi_{41} \\
E_3 \angle \delta_3 &= E_4 \angle \delta_4 + j X_{34} I_{34} \angle \varphi_{34} \\
E_2 \angle \delta_2 &= E_5 \angle \delta_5 - j X_{52} I_{52} \angle \varphi_{52}
\end{align*}
\]

(B1)

where \( E_j \) is the voltage of bus \( j \) at phase \( \delta_j \), and \( I_{ij} \) is the current on link \( i-j \) at phase \( \phi_{ij} \). The reactance between bus \( i \) and \( j \) is given as \( X_{ij} \), with \( X_{ij} = X_{ji} \). Therefore, using Lemma 1 in (B1), the error propagated in the voltage pseudo-measurements is written as

\[
\Delta \mathbf{E} = J_1 \Delta \mathbf{E}_p + J_2 \Delta \delta_p + J_3 \Delta \mathbf{I}_p + J_4 \Delta \phi_p \quad (B2)
\]

where \( \Delta \mathbf{E} = [\Delta E_0, \Delta E_1, \Delta E_3, \Delta E_2]^T \), \( \Delta \mathbf{E}_p = [E_5, E_4]^T \), \( \Delta \delta_p = [\delta_5, \delta_4]^T \), \( \Delta \mathbf{I}_p = [I_{65}, I_{41}]^T \), and \( \Delta \phi_p = [\varphi_{65}, \varphi_{41}]^T \). \( J_k \) for \( k \in \{1, \ldots, 4\} \) are the respective attribute’s error gain matrices of appropriate dimension. Further, let us define \([F_1, \ldots, F_4]^T = [E_0, E_1, E_3, E_2]^T\). For the 6-bus test system considered here, these matrices are of order \( 4 \times 4 \).

C. Proof of Theorem 2

Applying Kirchhoff’s current law (KCL) and KVL at pseudo-monitored nodes of the IEEE 6-bus network we get

\[
\begin{align*}
I_{46} \angle \phi_{46} &= \frac{E_4 \angle \delta_4 - E_6 \angle \delta_6}{j X_{46}} \\
I_{16} \angle \phi_{16} &= I_{46} \angle \phi_{46} + I_{65} \angle \phi_{65} + I_{L6} \angle \phi_{L6} \\
I_{34} \angle \phi_{34} &= I_{46} \angle \phi_{46} + I_{41} \angle \phi_{41} + I_{L4} \angle \phi_{L4} \\
I_{23} \angle \phi_{23} &= I_{34} \angle \phi_{34} + I_{L3} \angle \phi_{L3}
\end{align*}
\]

(C1)

where \( I_{Li} \) denotes the load current out of \( i \)th bus at a phase \( \phi_{Li} \). Again, using Lemma 1 in (C1), the error propagated in current pseudo-measurements is given as

\[
J_1 \Delta \mathbf{I} = H_1 \Delta \mathbf{E}_p + H_2 \Delta \delta_p + H_3 \Delta \mathbf{I}_p + H_4 \Delta \phi_p \quad (C2)
\]

where \( H_k \), for \( k \in \{1, \ldots, 4\} \), are the respective attribute’s error gain matrices of appropriate dimension for determining error propagated in current pseudo-measurements. Again, for the standard IEEE 6-bus system, these matrices are of order \( 4 \times 4 \).

Further, lets define \([G_1, \ldots, G_2]^T = [I_{46}, I_{16}, I_{34}, I_{23}]^T\). Under the notations defined in Appendix B, the matrix entries can be defined as \( H_1(k, 1) = \frac{\partial \mathbf{I}_1}{\partial \mathbf{E}_p} \), \( H_1(k, 2) = \frac{\partial \mathbf{I}_1}{\partial \delta_p} \), \( H_2(k, 1) = \frac{\partial \mathbf{I}_2}{\partial \mathbf{E}_p} \), \( H_2(k, 2) = \frac{\partial \mathbf{I}_2}{\partial \delta_p} \), \( H_3(k, 1) = \frac{\partial \mathbf{I}_3}{\partial \mathbf{I}_p} \), \( H_3(k, 2) = \frac{\partial \mathbf{I}_3}{\partial \delta_p} \), \( H_4(k, 1) = \frac{\partial \mathbf{I}_4}{\partial \mathbf{E}_p} \), and \( H_4(k, 2) = \frac{\partial \mathbf{I}_4}{\partial \delta_p} \).

Remark 5. For tractability, we assume a perfect knowledge of the load data. Thus, an error in its value is not considered.
However, considering such an error does not impact the analysis presented here. It only adds an extra dimension to the error vector and thus increases the size of $H_i, i \in \{1, \cdots , 4\}$.

D. Proof of Theorem 3

The apparent power in link $i-j$ is given as $S_{ij} = (\bar{V}_i \angle \delta_i - \bar{v}_j \angle \delta_j)I_{ij} \angle (-\phi_{ij})$. Thus, the active power $P_{ij}$ is given as $P_{ij} = \Re(S_{ij})$, where $\Re(\cdot)$ denotes the real part. Therefore, using Lemma 1 and the active power computed through (B1) and (C1), the error propagation into the active power pseudo-measurements can be written as

$$\Delta P = R_1 \Delta E_P + R_2 \Delta \delta_P + R_3 \Delta I_P + R_4 \Delta \phi_P \quad (D1)$$

where $R_k, \quad k \in \{1, \cdots , 4\}$ denotes $4 \times 2$ error gain matrix. For IEEE 6-bus system, the respective error gain matrix entries can be expressed as $R_1(1, 1) = \frac{\partial \Delta E}{\partial E}$, $R_1(1, 2) = \frac{\partial \Delta E}{\partial \delta}$, $R_2(2, 1) = \frac{\partial \Delta I}{\partial \delta}$, $R_2(2, 2) = \frac{\partial \Delta I}{\partial \psi}$, $R_3(1, 1) = \frac{\partial \Delta \phi}{\partial \phi}$, $R_3(1, 2) = \frac{\partial \Delta \phi}{\partial \psi}$ and, $R_4(2, 1) = \frac{\partial \Delta \phi}{\partial \delta}$.

E. Proof of Theorem 4

For, reactive power we have $Q_{ij} = \Im(S_{ij})$, where $\Im(\cdot)$ denotes the imaginary part. Using Lemma 1 as in the prior proof, the error propagation into the reactive power pseudo-measurements are given as

$$\Delta Q = T_1 \Delta E_Q + T_2 \Delta \delta_Q + T_3 \Delta I_Q + T_4 \Delta \phi_Q \quad (E1)$$

where $T_k, \quad k \in \{1, \cdots , 4\}$ are the reactive power error gain matrices of appropriate dimensions against the measurement bases as defined. Lets define $[K_1, \cdots , K_4]^T \defeq [Q_{46}, Q_{47}, Q_{34}, Q_{23}]^T$. Then, for an IEEE 6-bus system, these error gain matrices are defined as $T_1(1, 1) = \frac{\partial \Delta Q}{\partial E}$, $T_1(1, 2) = \frac{\partial \Delta Q}{\partial \delta}$, $T_2(2, 1) = \frac{\partial \Delta Q}{\partial \delta}$, $T_2(2, 2) = \frac{\partial \Delta Q}{\partial \psi}$, $T_3(3, 1) = \frac{\partial \Delta Q}{\partial \phi}$, $T_3(3, 2) = \frac{\partial \Delta Q}{\partial \psi}$ and, $T_4(4, 1) = \frac{\partial \Delta Q}{\partial \delta}$.
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